An efficient technique for a fractional-order system of equations describing the unsteady flow of a polytropic gas
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Abstract. In the present investigation, the $q$-homotopy analysis transform method ($q$-HATM) is applied to find approximated analytical solution for the system of fractional differential equations describing the unsteady flow of a polytropic gas. Numerical simulation has been conducted to prove that the proposed technique is reliable and accurate, and the outcomes are revealed using plots and tables. The comparison between the obtained solutions and the exact solutions shows that the proposed method is efficient and effective in solving nonlinear complex problems. Moreover, the proposed algorithm controls and manipulates the obtained series solution in a huge acceptable region in an extreme manner and it provides us a simple procedure to control and adjust the convergence region of the series solution.
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1. Introduction

The concept of fractional calculus (FC) was debated at the end of the 17th century. Systems with an arbitrary order have been lately attracting significant attention and gaining more acceptance as generalisation to the classical order system. The fundamental foundation of FC was laid nearly 324 years ago and since then it has proved deeply rooted mathematical concepts. Every real-world problem can be effectively described by the system of integer- and fractional-order differential equation [1–5]. In practice we can encounter such systems in control theory, medicine, biology, thermodynamics, signal processing, electronics etc. [6–10].

The basic and essential results related to the solutions of fractional differential equations are found in [11–14]. The integer-order derivatives are local in nature, whereas the fractional derivatives are non-local. By using the integer-order derivative, we can analyse the variations in the neighbourhood of a point but by employing the fractional derivative, we can study the changes in the complete interval. The problems relating to applications of FC are present in various connected branches of science and engineering such as fluid and continuum mechanics [15], electrodynamics [16], chaos [17], optics [18], cosmology [19] and many other branches [20–23].

In the present investigation, we consider the fractional-order system of gas dynamic equations describing the evolution of the two-dimensional unsteady flow of a perfect gas. The polytropic gas in astrophysics is given by [24]

$$P = K\rho^{1+(1/n)},$$

where $\rho = U/V$ is the energy density, $U$ is the total energy of the gas, $V$ is the container volume, $K$ is a constant and $n$ is the polytropic index. Degenerate electron gas and adiabatic gas are two examples of such gases. The study of polytropic gases plays a vital role in cosmology and astrophysics [25] and these gases can behave like dark energy [26]. Now consider the system of gas dynamic equations describing the evolution of unsteady flow of a perfect gas having an arbitrary order [27,28]:

$$D_t^\mu u + u_x u + v u_y + \frac{p_x}{\rho} = 0,$$
\[ D^\mu_t v + u v_x + v v_y + \frac{P_y}{\rho} = 0, \]
\[ D^\mu_t \rho + u \rho_x + v \rho_y + \rho u_x + \rho v_y = 0, \]
\[ D^\mu_t p + u p_x + v p_y + \tau p u_x + \tau p v_y = 0, \]

(1)

under initial conditions
\[ u(x, y, 0) = a(x, y), \quad v(x, y, 0) = b(x, y), \quad \rho(x, y, 0) = c(x, y) \quad \text{and} \quad p(x, y, 0) = d(x, y), \]

(2)

where \( u(x, y, t) \) and \( v(x, y, t) \) are the velocity components, \( \rho(x, y, t) \) is the density, \( p(x, y, 0) \) is the pressure and \( \tau \) is the ratio of the specific heat and it represents the adiabatic index.

The analytical and numerical solutions for the nonlinear fractional differential equations have fundamental importance as most of the complex phenomena are modelled mathematically by nonlinear fractional differential equations. The last three decades have seen the discovery of a number of new techniques to elucidate a nonlinear differential system having a fractional order, in parallel with the development of new symbolic programming and computational algorithms. In connection with this, in 1992, Liao \[29,30\] introduced the homotopy analysis method (HAM), and it has been effectively employed to find solution to problems arising in science and technology. It does not require any discretisation, linearisation and perturbation. But, it requires more computation and computer memory to solve nonlinear problems that arise in complex phenomena. Hence, it necessitates a mixture of transformation algorithm to overcome these limitations.

In the present framework, we consider \(q\)-homotopy analysis transform method (\(q\)-HATM) to find analytically approximated solution for the system of equations describing a polytropic gas with an unsteady flow. The proposed technique is a modified technique which is an elegant blend of \(q\)-HAM with Laplace transform (LT) \[31,32\]. As \(q\)-HATM is a modified technique of HAM, it does not require linearisation, discretisation or perturbation, and additionally, it will decrease huge mathematical computations, needs less computer memory and is free from difficult polynomials, integrations and physical parameters. It provides us exceptional freedom to pick the equation type of linear subproblems, physical parameters and initial assumption. Due to this, complicated nonlinear differential equations can often be solved in a simple way. The novelty of the proposed technique is that it offers a simple solution procedure, large convergence region and non-local effect in the obtained solution. The future scheme controls and manipulates the series solution, which quickly converges to the analytical solution in a small acceptable region. Recently, many researchers like Srivastava et al \[33\] studied the model of vibration equation of arbitrary order, Singh et al \[34\] found the solution for the fractional Drinfeld–Sokolov–Wilson equation, Bulut et al \[35\] analysed the fractional model of HIV infection of CD4\(^+\) T cells, Kumar et al \[36\] analysed the model of Lienard’s equation and many others \[37–39\] with the help of \(q\)-HATM.

On the other hand, the solution for the considered system of equations was analysed using distinct techniques, such as the Adomian decomposition technique \[40\], variational iteration technique \[27\], fractional natural decomposition scheme \[41\] and others \[28,42\]. But in the above cited papers, the researchers do not present numerical simulation and behaviour of system (1) with fractional order. Hence, the authors in the present investigation present the behaviour of the obtained solution and the numerical simulation of the future problem.

2. Preliminaries

We recall the definitions and notations of FC and LT, which shall be employed in the present framework:

**DEFINITION 1**

The fractional integral of a function \( f(t) \in C_\delta (\delta \geq -1) \) and of order \( \mu > 0 \), initially defined by Riemann–Liouville, is presented as
\[ J^\mu f(t) = \frac{1}{\Gamma(\mu)} \int_0^t (t - \vartheta)^{\mu-1} f(\vartheta) d\vartheta, \]
\[ J^0 f(t) = f(t). \]

(3)

**DEFINITION 2**

The fractional derivative of \( f \in C^{n-1}_\mu \) in the Caputo sense is defined as \[8\]
\[ D^\mu_t f(x, y, t) = \frac{\partial^\mu f(x, y, t)}{\partial t^\mu} = \begin{cases} \frac{d^n f(x, y, t)}{dt^n} & \mu = n \in \mathbb{N}, \\ I^{n-\mu} \left[ \frac{\partial^\mu f(x, y, t)}{\partial t^\mu} \right] & n - 1 < \mu < n, \quad n \in \mathbb{N}. \end{cases} \]

(4)

**DEFINITION 3**

The LT of a Caputo fractional derivative \( D^\mu_t f(t) \) is represented as
\[ L[D^\mu_t f(t)] = s^\mu F(s). \]
where $F(s)$ symbolises the LT of the function $f(t)$.

3. Fundamental idea of $q$-HATM

In this section, we present the fundamental solution procedure of the proposed method, the fractional partial differential equation of the form

\[ D^\mu_t u(x, y, t) + Ru(x, y, t) + Nu(x, y, t) = f(x, y, t), \quad n - 1 < \mu \leq n, \]

where $D^\mu_t v(x, y, t)$ denotes the Caputo’s fractional derivative of the function $u(x, y, t)$. $R$ is the bounded linear differential operator in $x, y$ and $t$ (i.e. for a number $\varepsilon > 0$ we have $\|Ru\| \leq \varepsilon \|u\|$, $N$ specifies the nonlinear differential operator and Lipschitz continuous with $\sigma > 0$ satisfying $|Nu - Nv| \leq \sigma |u - v|$, and $f(x, y, t)$ represents the source term.

Now, by employing the LT on eq. (6), we get

\[ s^\mu L[u(x, y, t)] = f(x, y, t) + \sum_{k=0}^{n-1} s^\mu-k-1 u^{(k)}(x, y, 0) \]

\[ + L[Ru(x, y, t)] + L[Nu(x, y, t)] = L[f(x, y, t)]. \]

On simplifying eq. (7), we have

\[ L[u(x, y, t)] - \frac{1}{s^\mu} \sum_{k=0}^{n-1} s^\mu-k-1 u^{(k)}(x, y, 0) \]

\[ + \frac{1}{s^\mu} \{L[Ru(x, y, t)]\} \]

\[ + L[Nu(x, y, t)] - L[f(x, y, t)] = 0. \]

According to the HAM, the nonlinear operator is defined as

\[ N[\varphi(x, y, t; q)] = L[\varphi(x, y, t; q)] \]

\[ - \frac{1}{s^\mu} \sum_{k=0}^{n-1} s^\mu-k-1 \varphi^{(k)}(x, y, t; q)(0^+) \]

\[ + \frac{1}{s^\mu} \{L[R\varphi(x, y, t; q)]\} \]

\[ + L[N\varphi(x, y, t; q)] - L[f(x, y, t)], \]

where $q \in [0, \frac{1}{n}]$ and $\varphi(x, y, t; q)$ is the real function of $x, y, t$ and $q$. For a non-zero auxiliary function, we construct a homotopy as follows:

\[ (1 - nq)L[\varphi(x, y, t; q) - u_0(x, y, t)] = \hbar q N[\varphi(x, y, t; q)], \]

where $L$ is a symbol of the LT, $\hbar \neq 0$ is an auxiliary parameter, $q \in [0, 1/n]$ $(n \geq 1)$ is the embedding parameter, $u_0(x, y, t)$ is an initial condition of $u(x, y, t)$ and $\varphi(x, y, t; q)$ is an unknown function. The following results hold, respectively, for $q = 0$ and $1/n$:

\[ \varphi(x, y, t; 0) = u_0(x, y, t) \]

\[ \varphi \left( x, y, t; \frac{1}{n} \right) = u(x, y, t) \]

Thus, by amplifying $q$ from 0 to $1/n$, the solution $\varphi(x, y, t; q)$ converges from $u_0(x, y, t)$ to the solution $u(x, y, t)$. On expanding the function $\varphi(x, y, t; q)$ in series form by employing Taylor’s theorem near $q$, one can get

\[ \varphi(x, y, t; q) = u_0(x, y, t) + \sum_{m=1}^{\infty} u_m(x, y, t) q^m, \]

where

\[ u_m(x, y, t) = \frac{1}{m!} \frac{\partial^m \varphi(x, y, t; q)}{\partial q^m} \bigg|_{q=0}. \]

On choosing the auxiliary linear operator, $u_0(x, y, t)$, $n$ and $\hbar$, series (12) converges at $q = 1/n$ and then it yields one of the solutions for eq. (6):

\[ u(x, y, t) = u_0(x, y, t) + \sum_{m=1}^{\infty} u_m(x, y, t) \left( \frac{1}{n} \right)^m. \]

Now, differentiating the zeroth-order deformation equation, (10) $m$ times with respect to $q$ and then dividing by $m!$ and finally taking $q = 0$, gives

\[ L\left[u_m(x, y, t) - k_m u_{m-1}(x, y, t)\right] = \hbar \mathfrak{M}_m(\tilde{u}_{m-1}), \]

where

\[ \tilde{u}_m = \{u_0(x, y, t), u_1(x, y, t), ..., u_m(x, y, t)\}. \]

Employing the inverse LT on eq. (15), it yields

\[ u_m(x, y, t) = k_m u_{m-1}(x, y, t) + \hbar L^{-1}\left[ \mathfrak{M}_m(\tilde{u}_{m-1}) \right]. \]

where

\[ \mathfrak{M}_m(\tilde{u}_{m-1}) = L\left[u_{m-1}(x, y, t)\right]. \]
of the form \([27,40]\):

\[
- \left(1 - \frac{k_m}{n}\right) \left(\sum_{k=0}^{n-1} s^{\mu-k-1} u^{(k)}(x, y, 0)\right)
+ \frac{1}{s^\mu} L[f(x, y, t)] + \frac{1}{s^\mu} L[Ru_{m-1} + \mathcal{H}_{m-1}]
\]

and

\[
k_m = \begin{cases} 
0, & m \leq 1, \\
n, & m > 1.
\end{cases}
\]

In eq. (18), \(\mathcal{H}_m\) denotes the homotopy polynomial and is defined as

\[
\mathcal{H}_m = \frac{1}{m!} \left[\frac{\partial^m \varphi(x, y, t; q)}{\partial q^m}\right]_{q=0}
\]

and

\[
\varphi(x, y, t; q) = \varphi_0 + q \varphi_1 + q^2 \varphi_2 + \cdots.
\]

By eqs (17) and (18), we have

\[
u_m(x, y, t) = (k_m + h)u_{m-1}(x, y, t)
- \left(1 - \frac{k_m}{n}\right) \left(\sum_{k=0}^{n-1} s^{\mu-k-1} u^{(k)}(x, y, 0)\right)
+ \frac{1}{s^\mu} L[f(x, y, t)]
+ h L^{-1} \left[\frac{1}{s^\mu} L[Ru_{m-1} + \mathcal{H}_{m-1}]\right].
\]

Finally, on solving eq. (21), we get the iterative terms of \(u_m(x, y, t)\). The \(q\)-HATM series solution is presented as

\[
u(x, y, t) = \sum_{m=0}^{\infty} u_m(x, y, t).
\]

4. Solution for a fractional system of nonlinear equations of unsteady flow of a polytropic gas

To validate the applicability and the accuracy of the proposed technique, in this section, we consider a system of equations which describes the unsteady flow of a polytropic gas of fractional order.

**Example 1.** Consider the fractional system of equations of the form \([27,40]\):

\[
\begin{align*}
D^\mu_t p + u_p x + v p_y + \tau p u_x + \tau p v_y &= 0, \\
D^\mu_t u + u u_x + v u_y + \frac{p_x}{\rho} &= 0, \\
D^\mu_t v + u v_x + v v_y + \frac{p_y}{\rho} &= 0,
\end{align*}
\]

under initial conditions:

\[
u(x, y, 0) = e^{t+y},
\]

\[
v(x, y, 0) = -1 - e^{x+y},
\]

\[
\rho(x, y, 0) = e^{x+y},
\]

\[
p(x, y, 0) = \eta,
\]

where \(\eta\) is the real constant.

By applying LT on system (23) and then employing the condition given in system (24), we have

\[
L[u(x, y, t)] = \frac{1}{s} [e^{x+y}]
+ \frac{1}{s^\mu} \left\{u_x + v_x + \frac{1}{\rho} \frac{\partial \rho}{\partial x}\right\} = 0,
\]

\[
L[v(x, y, t)] = \frac{1}{s} [1 + e^{x+y}]
+ \frac{1}{s^\mu} \left\{v_x + v_y + \frac{1}{\rho} \frac{\partial \rho}{\partial y}\right\} = 0,
\]

\[
L[\rho(x, y, t)] = \frac{1}{s} [e^{x+y}]
+ \frac{1}{s^\mu} \left\{v_x + v_y + \frac{1}{\rho} \frac{\partial \rho}{\partial y}\right\} = 0,
\]

\[
L[p(x, y, t)] = \frac{1}{s} [\eta]
+ \frac{1}{s^\mu} \left\{v_x + v_y + \frac{1}{\rho} \frac{\partial \rho}{\partial y}\right\} = 0.
\]

By using the proposed algorithm, the nonlinear operator \(N\) is defined as

\[
N^1\{\varphi_1(x, y, t; q), \varphi_2(x, y, t; q), \varphi_3(x, y, t; q), \varphi_4(x, y, t; q)\}
= L[\varphi_1(x, y, t; q)] - \frac{1}{s} [e^{x+y}]
+ \frac{1}{s^\mu} \left\{\varphi_1(x, y, t; q) \frac{\partial \varphi_1(x, y, t; q)}{\partial x} \right\}
+ \varphi_2(x, y, t; q) \frac{\partial \varphi_2(x, y, t; q)}{\partial y}
+ \frac{1}{s^\mu} \left\{\varphi_3(x, y, t; q) \frac{\partial \varphi_3(x, y, t; q)}{\partial x} \right\},
\]

\[
N^2\{\varphi_1(x, y, t; q), \varphi_2(x, y, t; q), \varphi_3(x, y, t; q), \varphi_4(x, y, t; q)\}
= L[\varphi_2(x, y, t; q)] + \frac{1}{s} [1 + e^{x+y}]
+ \frac{1}{s^\mu} \left\{\varphi_1(x, y, t; q) \frac{\partial \varphi_2(x, y, t; q)}{\partial x} \right\}.
\]
By adopting the foregoing procedure of $q$-HATM, the deformation equation of $m$th order at $\mathcal{G}(x, y, t) = 1$, is given as

$$
\begin{align*}
L[u_m(x, y, t) - k_m u_{m-1}(x, y, t)] &= h \mathcal{R}_{1,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}], \\
L[v_m(x, y, t) - k_m v_{m-1}(x, y, t)] &= h \mathcal{R}_{2,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}], \\
L[\rho_m(x, y, t) - k_m \rho_{m-1}(x, y, t)] &= h \mathcal{R}_{3,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}], \\
L[p_m(x, y, t) - k_m p_{m-1}(x, y, t)] &= h \mathcal{R}_{4,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}],
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{R}_{1,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}] &= L[u_{m-1}(x, y, t)] - \left(1 - \frac{k_m}{n}\right) \frac{1}{s} (e^{x+y}) \\
&+ \frac{1}{s^\mu} L \left\{ \sum_{i=0}^{m-1} u_i \frac{\partial u_{m-1-i}}{\partial x} + \sum_{i=0}^{m-1} v_i \frac{\partial u_{m-1-i}}{\partial y} + \chi_{m-1}(\rho, \rho_{m-1}) \right\}, \\
\mathcal{R}_{2,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}] &= L[v_{m-1}(x, y, t)] - \left(1 - \frac{k_m}{n}\right) \frac{1}{s} (e^{x+y}) \\
&+ \frac{1}{s^\mu} L \left\{ \sum_{i=0}^{m-1} u_i \frac{\partial v_{m-1-i}}{\partial x} + \sum_{i=0}^{m-1} v_i \frac{\partial v_{m-1-i}}{\partial y} + \chi_{m-1}(\rho, \rho_{m-1}) \right\}, \\
\mathcal{R}_{3,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}] &= L[\rho_{m-1}(x, y, t)] - \left(1 - \frac{k_m}{n}\right) \frac{1}{s} (e^{x+y}) \\
&+ \frac{1}{s^\mu} L \left\{ \sum_{i=0}^{m-1} u_i \frac{\partial \rho_{m-1-i}}{\partial x} + \sum_{i=0}^{m-1} v_i \frac{\partial \rho_{m-1-i}}{\partial y} + \chi_{m-1}(\rho, \rho_{m-1}) \right\}, \\
\mathcal{R}_{4,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\rho}_{m-1}] &= L[p_{m-1}(x, y, t)] - \left(1 - \frac{k_m}{n}\right) \frac{1}{s} (e^{x+y}) \\
&+ \frac{1}{s^\mu} L \left\{ \sum_{i=0}^{m-1} u_i \frac{\partial p_{m-1-i}}{\partial x} + \sum_{i=0}^{m-1} v_i \frac{\partial p_{m-1-i}}{\partial y} + \chi_{m-1}(\rho, \rho_{m-1}) \right\}.
\end{align*}
$$

Figure 1. Surfaces of (a) $q$-HATM solution, (b) exact solution and (c) absolute error $= |u_{\text{Exact}} - u_{q-\text{HATM}}|$ when $h = -1$, $t = 0.1$, $n = 1$ and $\mu = 1$. 
Figure 2. Nature of (a) $q$-HATM solution, (b) exact solution and (c) absolute error $= |v_{\text{Exac.}} - v_{q\text{-HATM}}|$ when $t = 0.1, \bar{h} = -1, n = 1$ and $\mu = 1$.

$$\begin{align*}
&= L[v_{m-1}(x, y, t)] + \left(1 - \frac{k_m}{n}\right) \frac{1}{s} (1 + e^{s+y}) \\
&+ \frac{1}{s^\mu} L\left\{ \sum_{i=0}^{m-1} u_i \frac{\partial v_{m-1-i}}{\partial x} \\
&+ \sum_{i=0}^{m-1} v_i \frac{\partial v_{m-1-i}}{\partial y} + \psi_{m-1}(\rho, p_y) \right\}, \\
&\mathcal{R}_{3,m}[\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{p}_{m-1}] \\
&= L[\rho_{m-1}(x, y, t)] - \left(1 - \frac{k_m}{n}\right) \frac{1}{s} (e^{s+y}) \\
&+ \frac{1}{s^\mu} L\left\{ \sum_{i=0}^{m-1} u_i \frac{\partial \rho_{m-1-i}}{\partial x} + \sum_{i=0}^{m-1} v_i \frac{\partial \rho_{m-1-i}}{\partial y} \\
&+ \sum_{i=0}^{m-1} \rho_i \frac{\partial v_{m-1-i}}{\partial x} + \sum_{i=0}^{m-1} \rho_i \frac{\partial v_{m-1-i}}{\partial y} \right\}
\end{align*}$$

Figure 3. Behaviour of (a) $q$-HATM solution, (b) exact solution and (c) absolute error $= |\rho_{\text{Exac.}} - \rho_{q\text{-HATM}}|$ when $\bar{h} = -1, n = 1, t = 0.1$ and $\mu = 1$.
By applying inverse LT on both sides of system (27), we get

\[
\begin{align*}
    u_m(x, y, t) &= k_m u_{m-1}(x, y, t) \\
    &+ hL^{-1}\left\{ \mathcal{R}_{1,m} [\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\bar{p}}_{m-1}] \right\}, \\
    v_m(x, y, t) &= k_m v_{m-1}(x, y, t) \\
    &+ hL^{-1}\left\{ \mathcal{R}_{2,m} [\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\bar{p}}_{m-1}] \right\}, \\
    \rho_m(x, y, t) &= k_m \rho_{m-1}(x, y, t) \\
    &+ hL^{-1}\left\{ \mathcal{R}_{3,m} [\bar{u}_{m-1}, \bar{v}_{m-1}, \bar{\rho}_{m-1}, \bar{\bar{p}}_{m-1}] \right\}.
\end{align*}
\]

(29)

On solving the foregoing system of equations systematically, we obtain

\[
\begin{align*}
    u_0(x, y, t) &= e^{x+y}, \\
    v_0(x, y, t) &= -1 - e^{x+y}, \\
    \rho_0(x, y, t) &= e^{x+y}, \\
    p_0(x, y, t) &= \eta, \\
    u_1(x, y, t) &= -he^{x+y} t^\mu \frac{\Gamma[\mu + 1]}{\Gamma[\mu + 1]}, \\
    v_1(x, y, t) &= -he^{x+y} t^\mu \frac{\Gamma[\mu + 1]}{\Gamma[\mu + 1]}, \\
    \rho_1(x, y, t) &= -he^{x+y} t^\mu \frac{\Gamma[\mu + 1]}{\Gamma[\mu + 1]}.
\end{align*}
\]
Figure 6. Plot of the $q$-HATM solution: (a) $u(x, y, t)$, (b) $v(x, y, t)$, (c) $\rho(x, y, t)$ and (d) $p(x, y, t)$ with respect to $t$ when $h = -1$, $n = 1$, $x = 0.1$ and $y = 0.1$ with diverse $\mu$.

Figure 7. The $h$-curves drawn for (a) $u(x, y, t)$, (b) $v(x, y, t)$, (c) $\rho(x, y, t)$ and (d) $p(x, y, t)$ with diverse $\mu$ when $n = 1$, $t = 0.01$, $x = 0.1$ and $y = 0.1$.
Figure 8. Behaviour of the obtained solution for (a) $u(x, y, t)$, (b) $v(x, y, t)$, (c) $\rho(x, y, t)$ and (d) $p(x, y, t)$ with diverse $h$ when $n = 1$, $\mu = 1$, $x = 0.1$ and $y = 0.1$. 

$p_1(x, y, t) = 0,$

$u_2(x, y, t) = -\frac{(n + h)e^{x+y\mu}}{\Gamma[\mu + 1]} + \frac{h^2e^{x+y\mu^2}}{\Gamma[\mu + 1]},$

$v_2(x, y, t) = \frac{(n + h)e^{x+y\mu}}{\Gamma[\mu + 1]} - \frac{h^2e^{x+y\mu^2}}{\Gamma[\mu + 1]},$

$\rho_2(x, y, t) = -\frac{(n + h)e^{x+y\mu}}{\Gamma[\mu + 1]} + \frac{h^2e^{x+y\mu^2}}{\Gamma[\mu + 1]},$

$p_2(x, y, t) = 0,$

$u_3(x, y, t) = -\frac{(n + h)e^{x+y\mu}}{\Gamma[\mu + 1]} + \frac{h^2e^{x+y\mu^2}}{\Gamma[\mu + 1]} - \frac{h^3e^{x+y\mu^2}}{\Gamma[3\mu + 1]},$

$v_3(x, y, t) = \frac{(n + h)^2e^{x+y\mu}}{\Gamma[\mu + 1]} - \frac{(n + h)^2e^{x+y\mu^2}}{\Gamma[\mu + 1]} + \frac{h^3e^{x+y\mu^2}}{\Gamma[3\mu + 1]},$

$p_3(x, y, t) = 0,$

$u_4(x, y, t) = -\frac{(n + h)^3e^{x+y\mu}}{\Gamma[\mu + 1]} + \frac{(n + h)^2e^{x+y\mu^2}}{\Gamma[\mu + 1]} - \frac{(n + h)^3e^{x+y\mu^2}}{\Gamma[3\mu + 1]} + \frac{h^4e^{x+y\mu^2}}{\Gamma[4\mu + 1]},$

$v_4(x, y, t) = \frac{(n + h)^3e^{x+y\mu}}{\Gamma[\mu + 1]} - \frac{(n + h)^2e^{x+y\mu^2}}{\Gamma[\mu + 1]} + \frac{(n + h)^3e^{x+y\mu^2}}{\Gamma[3\mu + 1]} - \frac{h^4e^{x+y\mu^2}}{\Gamma[4\mu + 1]},$

$\rho_4(x, y, t) = -\frac{(n + h)^3e^{x+y\mu}}{\Gamma[\mu + 1]} + \frac{(n + h)^2e^{x+y\mu^2}}{\Gamma[\mu + 1]} - \frac{(n + h)^3e^{x+y\mu^2}}{\Gamma[3\mu + 1]} + \frac{h^4e^{x+y\mu^2}}{\Gamma[4\mu + 1]},$
\[
p_4(x, y, t) = 0, \\
u_5(x, y, t) = \frac{-(n + h)^4 he^{x+y t^\mu}}{\Gamma[\mu + 1]} + \frac{(n + h)^3 h^2 e^{x+y t^\mu}}{\Gamma[2\mu + 1]} - \frac{(n + h)^2 h^3 e^{x+y t^\mu}}{\Gamma[3\mu + 1]} + \frac{(n + h) h^4 e^{x+y t^\mu}}{\Gamma[4\mu + 1]} - \frac{h^5 e^{x+y t^\mu}}{\Gamma[5\mu + 1]}, \\
v_5(x, y, t) = \frac{-(n + h)^4 he^{x+y t^\mu}}{\Gamma[\mu + 1]} - \frac{(n + h)^3 h^2 e^{x+y t^\mu}}{\Gamma[2\mu + 1]} + \frac{(n + h)^2 h^3 e^{x+y t^\mu}}{\Gamma[3\mu + 1]} - \frac{(n + h) h^4 e^{x+y t^\mu}}{\Gamma[4\mu + 1]} + \frac{h^5 e^{x+y t^\mu}}{\Gamma[5\mu + 1]}, \\
ho_5(x, y, t) = -\frac{(n + h)^4 h e^{x+y t^\mu}}{\Gamma[\mu + 1]} + \frac{(n + h)^3 h^2 e^{x+y t^\mu}}{\Gamma[2\mu + 1]} - \frac{(n + h)^2 h^3 e^{x+y t^\mu}}{\Gamma[3\mu + 1]} + \frac{(n + h) h^4 e^{x+y t^\mu}}{\Gamma[4\mu + 1]} - \frac{h^5 e^{x+y t^\mu}}{\Gamma[5\mu + 1]}, \\
p_5(x, y, t) = 0, \\
\vdots
\]

Similarly, we can get the rest of the term. Then, the \(q\)-HATM series solution of system (23) is given by

\[
u(x, y, t) = \sum_{m=1}^{\infty} u_m(x, y, t) \left(\frac{1}{n}\right)^m ,
\]

\[
v(x, y, t) = v_0(x, y, t)
\]
respectively, converges to the exact solution
\[ \sum_{m=1}^{\infty} v_m(x, y, t) \left( \frac{1}{n} \right)^m, \]
\[ \rho(x, y, t) = \rho_0(x, y, t) + \sum_{m=1}^{\infty} \rho_m(x, y, t) \left( \frac{1}{n} \right)^m, \]
\[ p(x, y, t) = p_0(x, y, t) + \sum_{m=1}^{\infty} p_m(x, y, t) \left( \frac{1}{n} \right)^m. \]

Table 2. Numerical simulation between the consecutive iterations of \( q \)-HATM solutions with distinct \( x \) and \( t \) when \( h = -1, n = 1, y = 1 \) and \( \mu = 1. \)

| \( x \) | \( t \) | \( |u_{\text{Exac.}} - u_{(3)}^{(q-HATM)}| \) | \( |u_{\text{Exac.}} - u_{(4)}^{(q-HATM)}| \) | \( |u_{\text{Exac.}} - u_{(5)}^{(q-HATM)}| \) | \( |u_{\text{Exac.}} - u_{(6)}^{(q-HATM)}| \) |
|---|---|---|---|---|---|
| 0.25 | 0.25 | 5.97721 \times 10^{-4} | 2.96316 \times 10^{-5} | 1.22715 \times 10^{-6} | 4.36271 \times 10^{-8} |
| 0.50 | 0.25 | 7.67489 \times 10^{-4} | 3.80478 \times 10^{-5} | 1.57569 \times 10^{-6} | 5.60183 \times 10^{-8} |
| 0.75 | 0.25 | 9.85476 \times 10^{-4} | 4.88543 \times 10^{-5} | 2.02322 \times 10^{-6} | 7.19289 \times 10^{-8} |
| 1 | 0.25 | 1.26538 \times 10^{-3} | 6.27302 \times 10^{-5} | 2.59787 \times 10^{-6} | 9.23586 \times 10^{-8} |
| 0.50 | 0.25 | 1.00799 \times 10^{-2} | 9.90457 \times 10^{-4} | 8.15136 \times 10^{-5} | 5.76830 \times 10^{-6} |
| 0.75 | 0.25 | 1.29428 \times 10^{-2} | 1.27177 \times 10^{-3} | 1.04666 \times 10^{-4} | 7.40664 \times 10^{-6} |
| 1 | 0.25 | 1.66189 \times 10^{-2} | 1.63299 \times 10^{-3} | 1.34393 \times 10^{-4} | 9.51031 \times 10^{-6} |
| 0.75 | 0.25 | 5.8822 \times 10^{-2} | 7.86696 \times 10^{-3} | 9.64674 \times 10^{-4} | 1.01888 \times 10^{-5} |
| 0.50 | 0.25 | 6.91861 \times 10^{-2} | 1.01014 \times 10^{-2} | 1.23867 \times 10^{-3} | 1.30827 \times 10^{-4} |
| 0.75 | 0.25 | 8.88368 \times 10^{-2} | 1.29704 \times 10^{-2} | 1.59048 \times 10^{-3} | 1.67985 \times 10^{-4} |
| 1 | 0.25 | 1.14069 \times 10^{-1} | 1.66544 \times 10^{-2} | 2.04222 \times 10^{-3} | 2.15697 \times 10^{-4} |
| 0.75 | 0.25 | 1.80155 \times 10^{-1} | 3.47237 \times 10^{-2} | 5.63747 \times 10^{-3} | 7.89770 \times 10^{-4} |
| 1 | 0.25 | 2.31323 \times 10^{-1} | 4.45861 \times 10^{-2} | 7.23865 \times 10^{-3} | 1.01408 \times 10^{-3} |
| 0.75 | 0.25 | 2.97025 \times 10^{-1} | 5.72496 \times 10^{-2} | 9.29461 \times 10^{-3} | 1.30211 \times 10^{-3} |
| 1 | 0.25 | 3.81387 \times 10^{-1} | 7.35101 \times 10^{-2} | 1.19345 \times 10^{-2} | 1.67194 \times 10^{-3} |

\[ u(x, y, t) = e^{x+y+t}, \]
\[ v(x, y, t) = -1 - e^{x+y+t}, \]
\[ \rho(x, y, t) = e^{x+y+t}, \]
\[ p(x, y, t) = \eta. \]

5. Numerical results and discussion

Here, we present the numerical simulation of the obtained solution for four systems of differential equations describing the unsteady flow of a polytropic gas having an arbitrary order. In the present investigation, we find the sixth order \( q \)-HATM solution. The behaviour of the \( q \)-HATM solution, exact solution and absolute error for each case are presented in figures 1–4. The surface of the obtained solution for four systems of equation is captured in figure 5. In figure 6, the response of the \( q \)-HATM solution for the diverse fractional Brownian motion and the standard motion is presented for four different cases. The \( h \)-curves are plotted in figure 7 for velocity \( (u, v) \), density \( \rho \) and pressure \( p \) components which help us to control the convergence region of the obtained series solution. The behaviour of the \( q \)-HATM solution for diverse values of \( h \) are cited in figure 8 which helps us to understand the effect of the homotopy parameter considered in the future technique.

Moreover, numerical evaluation has been conducted to ensure that the proposed scheme is efficient and accurate. In table 1, we show the numerical study in terms
of the absolute error for components of velocity, density and pressure. The comparison of the consecutive iterations with diverse values of \( x \) and \( t \) is presented in table 2. It is clear from table 2 that as the number of iterations increases, the obtained solution gets closer to the exact solution.

### 6. Conclusion

In the present framework, we find the approximated analytical solution for a system of equations describing the flow of a polytropic gas with the aid of \( q \)-HATM. The numerical simulation has been presented in terms of plots and tables. The main advantage of the method is that it solves nonlinear differential equations directly without linearisation, discretisation and perturbation. From the obtained results we can see that the future technique gives a straightforward solution procedure and it is simple to find out the accurate region of \( h \) to obtain a series solution which converges by means of the so-called \( h \)-curves. The outcomes expose that the results achieved with the aid of \( q \)-HATM are more general and contain the results of many traditional techniques as a particular case (\( h = 1 \) and \( n = 1 \)). Finally, we can conclude that the proposed technique is highly methodical and more accurate, and it can be used to study nonlinear problems arising in complex phenomena.
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