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Quantum computation has grown into a successful field of

research during the last few decades. Parallelly the field of

game theory has also evolved, resulting in the pursuit of quan-

tum game theory. Works on this interdisciplinary field from

early researchers like David A. Meyer, J. Eisert, M. Wilkens,

A. Iqbal, E. Piotrowski, J. Orlin Grabbe, Adrian P. Flitney,

and Derek Abbott are highly recommended. This article presents

an introductory review of studies on understanding the work-

flow of quantum game-theoretic models along with their com-

puter simulations. It starts with an introduction to game the-

ory and quantum computation, followed by theoretical anal-

yses of the classical and quantum versions of three game the-

ory models—the penny flip game, prisoner’s dilemma, and

the two-person duel, supported by their simulation results.

The simulations are carried out by writing Python codes that

help us analyze the models. We will be able to understand

the differences in the behaviors of both versions of the game

models from the analyses.

1. Introduction

Quantum game theory is the extension of the classical game the-

ory to the quantum domain, where the participating players make

use of quantum manipulations, and apply quantum strategies in-

stead of classical moves. One of the earliest studies on consid- Keywords

Quantum game theory, quantum

algorithms, quantum computing,

strategy dominance, Pareto effi-

ciency, sequential games, Nash

equilibrium.

ering game theory models from the viewpoint of quantum algo-

rithms was commenced by David A. Meyer [1] in 1999 from the

University of California, San Diego. His work was based on a
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quantum version of the penny flip game, where he showed that

a player applying quantum strategies always beats a player ap-

plying classical ones. Next, Eisert and Wilkens [2] made a de-

tailed investigation on implementing quantum operations on two-

player binary choice games like prisoner’s dilemma. Also, J.

Orlin Grabbe’s essay [3], generally oriented towards economists

with a little or no background on quantum mechanics, made a

comprehensive survey of these famous game models with appli-

cations of quantum operators.

QuantumQuantum game theory

has found intriguing

applications in several

fields like population

biology and market

economics.

game theory has found intriguing applications in several

fields like population biology and market economics. A study on

quantum evolutionary stable strategies (QESS) was carried out by

A. Iqbal and A. H. Toor [4], where they applied quantum game

theory concepts to the original work on ESS by J. Maynard Smith

and G. R. Price [5]. Games of survival that are played at the

molecular level can be modeled using QESS. Another application

of the quantum game theory was on market games. A series of

articles was published by E. W. Piotrowski and J. Sladkowski be-

ginning with quantum market games [6]. They worked on quan-

tum bargaining games, quantum English auctions, etc. These rev-

olutionized their idea of quantum anthropic principle [7] for the

evolution of markets being governed by quantum laws instead of

classical laws.

Keeping the above information in mind, this article thus presents

a systematic study on the quantum game-theoretic models start-

ing with introducing the classical game theory and quantum com-

puting, followed by the development of three quantum games. A

simulator is designed with Python version 3.6.8 [8] [9], and the

structures and issues of these games are simulated with the same

to understand their basic frameworks.

2. Classical Game Theory

The rigorous mathematical treatment of game theory began in

1944 with the seminal work Theory of Games and Economic Be-

havior by John von Neumann and Oskar Morgenstern [10]. Later,
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John Nash, who received a Nobel Prize in Economics, revolu-

tionised the field with his influential works [11] [12].

Game Game theory is the study

of mechanism to

represent and analyse

strategic interactions

among rational agents

called players whose

joint decisions ultimately

results in a final

outcome.

theory is the study of mechanism to represent and analyse

strategic interactions among rational agents called players whose

joint decisions ultimately results in a final outcome. These play-

ers change their roles according to the problem being handled.

Game theory can be bifurcated into two main branches:

• Cooperative game theory, where players are allowed to commu-

nicate with each other and exchange knowledge.

• Non-cooperative game theory, where players are unable to com-

municate with each other or cannot share information or sign

contracts.

2.1 Game-frames for Modeling Games

Giacomo Bonanno [13], professor of economics from the Univer-

sity of California describes a game-frame as, a list of five items

i.e, G = {P, {S i},O, F, {%i}}, where,

1. P = {1, 2, ..., n} is a set of players and n ≥ 2.

2. {S i} is a set of sets, for each player i ∈ P. Player i has access to

the set of strategies S i. Now, the set of strategy profiles is defined

as, S = S 1 × S 2 × ... × S n, where S is the Cartesian product of

these sets. As a result, an element of S is a list, s = {s1, s2, ..., sn}

which represents the strategy of each player.

3. O is a set of outcomes.

4. F : S → O is function that maps with every strategy profile s an

outcome F(s) ∈ O.

5. {%i} is a set of complete and transitive ranking (similar to ‘or-

dering’ in set theory) of the set of outcomes O, each for every

player i ∈ P. Here ‘complete’ means the complete information

of the players’ strategies are denoted by the ranking. Now, an or-

dinal utility function U : O → R is a mechanism for quantizing

the ranking (ordering) � between outcomes. Here, ‘quantizing’

means replacing the qualitative ranking with numeric ranking,

RESONANCE | May 2021 673



GENERAL ARTICLE

Table 1. Reduced form of a

game-frame.
P1/P2 S 1 S 2

S 1 (a, a) (b, c)

S 2 (c, b) (d, d)

i.e, if for every two outcomes, o1 ∈ O and o2 ∈ O, o1 ≻ o2, then

U(o1) > U(o2) and if o1 ∼ o2, then U(o1) = U(o2). It means,

if the number assigned to o1 is greater than the number assigned

to o2, then o1 is preferred to o2. Now, a payoff function of the

player i, πi : S → R is defined by πi(s) = Ui( f (s)).

These fetch us a reduced-form of the game, defined by a list of

three elements, i.e, G = {P, {S i}, {πi}}. We will be considering

the reduced-form of the game models in this article given by the

following tabular structure:

Here, P1 and P2 are the two players involved and the strategies

available are {S 1, S 2}. The corresponding payoff values are {a,

b, c, d}. The first element in the parenthesis corresponds to the

payoff of P1 and the second element of P2.

2.2 Strategy Dominance

Now, as strategies are concerned, for a player, there are two rela-

tions on the set of its strategies.

1. Strictly Dominant Strategy: For a player p in a game, let us as-

sume, there are two strategies, s1 p and s2 p. Now, s1 p strictly

dominates s2 p if and only if for every choice of strategies of the

other players, p′s payoff from choosing s1 p is strictly greater that

p′s payoff from choosing s2 p. So, s1 p is a dominant strategy. For

all other players q who has access to strategies sq, the notation

s−p can be used to mean the same, i.e,

s−p = {s1, ..., sp−1, sp+1, ..., sn}. (1)

So, the strict dominance of s1 p over s2 p is maintained if and only

if,

πp(s1 p, s−p) > πp(s2 p, s−p). (2)

674 RESONANCE | May 2021



GENERAL ARTICLE

2. Weakly Dominant Strategy s1 p is weakly dominant over s2 p if,

for every choice of strategies of the other players, p′s payoff from

choosing s1 p is at least as great as p′s payoff from choosing s2 p.

So, the weak dominance of s1 p over s2 p is maintained if and only

if,

πp(s1 p, s−p) ≥ πp(s2 p, s−p). (3)

2.3 Pareto Efficiency

For a reduced-form of a game, if s1 and s2 are two strategy pro-

files, then

• s1 is strictly Pareto superior to s2 if for every player p, πp(s1) >

πp(s2).

• s1 is weakly Pareto superior to s2 if for every player p, πp(s1) ≥

πp(s2) together with a player q such that πq(s1) > πq(s2).

• A strategy sq of a player q is Pareto optimal if it cannot be im-

proved by hurting all the other players.

2.4 Iterated Deletion of Strictly Dominated Strategies Algorithm

A Rationality of a player

refers to the fact that, the

player will always tend

to choose a strategy that

will maximize his/her

utility. It also informs us

which strategies are

never played.

rational player in a game will always play a strictly dominated

strategy, if available. Rationality of a player refers to the fact

that, the player will always tend to choose a strategy that will

maximize his/her utility. It also informs us which strategies are

never played. The iterated deletion of strictly dominated strate-

gies (IDSDS) algorithm is built on the common knowledge of

rationality. Steven Tadelis [14] gives a detailed description of the

algorithm (see Algorithm 1)

Now, If G∞ (the final game form) consists of a single strategy

profile, that profile is called the iterated strict dominant strategy

equilibrium. But G∞ may consist of two or more strategy pro-

files. We consider an example, where G0 (the initial game form)

is defined as the one given in Table 2.

Applying the IDSDS algorithm on G0, the final form of the game

G∞ that is generated is given by Table 3.
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Algorithm 1: IDSDS algorithm

Input: Initial reduced-game form G0

Output: Final game form G∞

1 The original strategy of player p in the game is set by

defining S 0
p = S p and i = 0

2 Check whether there are players whose strategies sp ∈ S i
p are

strictly dominated. If the condition is True go to step 3, if

not go to step 4.

3 ∀i ∈ n, remove those strategies sp ∈ S i
p that are strictly

dominated. Set i = i + 1, and define a new game with

strategy set S i
p without the removed strictly dominated

strategies. Go back to step 2.

4 The remaining strategies in S i
p are the solutions of the game

and the final form is G∞.

Table 2. G0 for IDSDS al-

gorithm.
P1/P2 S 1 S 2 S 3

S 1 (8, 6) (0, 9) (3, 8)

S 2 (3, 2) (2, 1) (4, 3)

S 3 (2, 8) (1, 5) (3, 1)

Table 3. G∞ for IDSDS al-

gorithm.
P1/P2 S 3

S 2 (4, 3)

(S 2, S 3) is the iterated strict dominant strategy equilibrium that

survivesAccording to game

theorists, an

‘equilibriated’ game

means a game that has

reached its stable state,

where all the causal

strategies internal to the

game balance each and

every outcome out and

leave the game state to

be in ‘rest’.

the algorithm and is compatible with common belief of

rationality.

2.5 Nash Equilibrium

If the IDSDS algorithm is unable to solve a game, Nash equilib-

rium, named after John Nash, offers an alternative. Here, ‘solv-

ing a game’ means finding the equilibria of a game. According

to game theorists, an ‘equilibriated’ game means a game that has

reached its stable state, where all the causal strategies internal

to the game balance each and every outcome out and leave the
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Table 4. A reduced game

frame.
P1/P2 S 1 S 2 S 3 S 4

S 1 (4, 0) (3, 2) (2, 3) (4, 8)

S 2 (4, 2) (2, 1) (1, 2) (0, 2)

S 3 (3, 6) (5, 5) (3, 1) (5, 0)

S 4 (2, 3) (3, 2) (1, 2) (3, 3)

game state to be in ‘rest’. For two players, a strategy profile

s∗ = (s∗
1
, s∗

2
) ∈ S 1×S 2 is a Nash equilibrium, if the two following

conditions are satisfied,

• For every s1 ∈ S 1, π1(s∗
1
, s∗

2
) ≥ π1(s1, s∗

2
).

• For every s2 ∈ S 2, π2(s∗
1
, s∗

2
) ≥ π1(s∗

1
, s2).

For example, the game represented by Table 4 has a unique Nash

equilibrium (S 2, S 1) ≡ (4, 2).

2.6 Sequential Games

Besides Dynamic games have a

sequence of moves by

the players, one after

another. The knowledge

of the full history of

these moves to all the

players corresponds to

perfect information, and

partial or no knowledge

of the full history of the

moves to the players

correspond to imperfect

information. Chess is a

sequential game with

perfect information,

whereas the penny flip

game and the two-person

duel are sequential

games with imperfect

information.

being simultaneous, interactions between players can be

sequential too. These games are also called dynamic games or

games in extensive form. Dynamic games have a sequence of

moves by the players, one after another. The knowledge of the

full history of these moves to all the players corresponds to per-

fect information, and partial or no knowledge of the full history

of the moves to the players correspond to imperfect information.

Chess is a sequential game with perfect information, whereas the

penny flip game and the two-person duel are sequential games

with imperfect information.

These games can be modeled by rooted directed trees consist-

ing of a set of nodes and directed edges joining them. A dynamic

game is defined by a list of 7 elements, i.e, G = {T, P, fP, S , fS ,O, fO},

where,

1. T is a finite rooted directed tree.

2. P = {1, ..., n} is a set of players and n ≥ 2.

RESONANCE | May 2021 677



GENERAL ARTICLE

3. A function fP that assigns a single player to every decision tree.

4. A set of strategies S .

5. A function fS that assigns a strategy to every directed edge of the

tree, with the constraint that no two edges out of the same node

are assigned the same strategy application.

6. A set of outcomes O.

7. A function that assigns an outcome to every terminal node.

A simple structure of this kind of game is:

Player 1

Player 2

O1

S
3

O2

S
4

S 1

Player 2

O3

S
3

O4

S
4

S
2

Here, The game starts with Player 1, who has strategies S 1 or

S 2. Player 1 plays one of its strategies followed by the move of

Player 2, where it plays one of its strategies from S 3 and S 4. Oi

are different outcomes of the game that are analysed by comput-

ing the corresponding payoffs for each player and placing them

on reduced game-frames. In the next section, we give a brief in-

troduction to quantum computation.

3. Quantum Computation (QC)

The process of manipulating quantum systems, like supercon-

ducting qubits, in order to process information is referred to as

quantum computation [15] [16]. During the 1980s, renowned

physicists like Paul Benioff [17] and Richard Feynman [18] made

foundational contributions to this new field. A quantum mechan-

ical model of the Turing machine was proposed by Paul Benioff,
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and the potential of a quantum computing1 1
Apoorva Patel, Quantum

Computation: Particle and

Wave Aspects of Algorithms,

Resonance, Vol.16, No.9,

pp:821–835, 2011.

device to simulate

things that a classical computer could not was pointed out by

Richard Feynman. In 1992, David Deutsch and Richard Jozsa

[19] proposed a pioneering deterministic quantum algorithm, which

is exponentially faster than any possible deterministic classical al-

gorithm. Later, drawing inspiration from this work, in 1994, Peter

Shor [20] developed a quantum algorithm for factoring integers,

which was one of the beginnings of practical implementations

of quantum computing. Besides, the development of Grover’s

search algorithm [21] was another notable breakthrough in quan-

tum computation. In recent times, Seth Lloyd’s works [22] [23]

have been influential in this field. Although there are several mod-

els in quantum computing, like quantum circuit model, quantum

Turing machine, adiabatic quantum computer [24], and quan-

tum cellular automata [25], we will be dealing with the quan-

tum circuit model in this article to study different quantum game-

theoretic models.

In this computational model, the state space is a two dimensional

Hilbert space H
2. Unlike classical computation, where the ba-

sic unit of computation is a bit, in QC, the basic unit is a qubit,

represented by the basis states, {|0〉 , |1〉} and a quantum state is

represented as,

|ψ〉 = a |0〉 + b |1〉 (4)

where a, b ∈ C and |0〉 , |1〉 ∈ H
2. Now, a and b are the probabil-

ity amplitudes of the basis states, where, |a|2 and |b|2 represent the

probabilities of finding the final state in either of the basis states

after measurement. This results in the fact that, |a|2 + |b|2 = 1.

The qubits in its pure states, i.e, |0〉 and |1〉 are represented geo-

metrically by the Bloch sphere.

This notation of bra-ket was introduced by Paul Dirac [26] and

the basis states are generally represented as vectors in the com-

plex Hilbert space. In a computer we can simulate the basis states

as, |0〉 =


1

0

 and |1〉 =


0

1

. And a quantum state, |ψ〉 =


a

b

 =

a


1

0

 + b


0

1

. This helps us writing simple simulators through a
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Figure 1. Bloch sphere.

(Source: Wikipedia)

programming language for carrying out simple quantum comput-

ing simulations in our classical computers.

In the quantum circuit model, a quantum algorithm can be written

down as,

Algorithm 2: A quantum algorithm

Input: An initial quantum state |ψ〉 = a |0〉 + b |1〉 is prepared

Output: The final quantum state |φ〉 = α |0〉 + β |1〉 obtained

1 Apply a series of combinations of quantum logic gates

(mathematically represented by local unitary operators), U

on the initial state, |ψ〉.

2 Measure the circuits in the computational eigenbasis to

obtain the final state |φ〉, where α2 and β2 are computed to

analyse further. The whole operation is represented by,

|φ〉 = U |ψ〉.

Both |ψ〉 and |φ〉 are linear superpositions of the basis eigenstates

{|0〉 , |1〉}. That the squares of the probabilities add to 1 means

that the quantum gates are always unitaries. One of the ma-

jor characteristics of quantum computation is entanglement [27]

[28], where measurements on some qubits will affect other qubits.

It is a physical phenomenon between a pair of particles where the

quantum state of each particle, even though are separated by an

infinitely large distance, can not be described independently of

that of the others. Entanglement produces a quantum association

between the initial state and the final measured state. It has no

classical analogue and is a complete quantum effect. Also, super-

position, i.e, the ability of a quantum observable to be in a linear
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combination of one or more basis eigenstates, is another property

that is used by classical computers for storing exponentially more

data than their classical counterparts. A classical computer with

n bits stores one of the 2n possible values, whereas, a quantum

computer stores all the 2n values.

Schrodinger’s equation [29] governs the evolution of a quantum

computer over time,

i~
∂|ψ(t)〉

∂t
= H(t) |ψ(t)〉 (5)

Here, i =
√
−1, ~ = h

2π
, |ψ(t)〉 is the state vector that illustrates

a quantum state at a time t and H(t) is the Hamiltonian operator.

Assuming that the solution of the above equation is U(t), i.e, the

sequence of combination of complex unitaries, the time evolution

of the given state is given by,

|ψ(t)〉 = U(t) |ψ(0)〉 . (6)

As U(t) is reversible, the number of input qubits equals the num-

ber of output qubits. Some of the quantum gates that we would

require in our analyses are,

• Hadamard: H = 1
√

2


1 1

1 −1



• Identity: I =


1 0

0 1



• Pauli X: σx =


0 1

1 0



• Pauli Y: σy =


0 −i

i 0



• Pauli Z: σz =


1 0

0 −1



• T( π
8
): T =


1 0

0 ei π
4


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• CNOT: C =



1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0



• SWAP: S WAP =



1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1



• Other single qubit or multi-qubit gates like S-gate and Toffoli

gate.

The Pauli X gate is the quantum analogue of the classical NOT

gate. The controlled-NOT (CNOT) gate flips the target bit if and

only if the input bit is 1. The output of this gate is analogous to

the output of the classical XOR gate. The {NAND, NOR} forms

the universal gate set for classical computations, and the {H, T,

CNOT} forms the universal gate set for quantum computations.

With these information in mind, we will be able to start analysing

the quantum game theory models in the upcoming sections.
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