Influence of mRNA decay rates on the computational prediction of transcription rate profiles from gene expression profiles
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The abundance of an mRNA species depends not only on the transcription rate at which it is produced, but also on its decay rate, which determines how quickly it is degraded. Both transcription rate and decay rate are important factors in regulating gene expression. With the advance of the age of genomics, there are a considerable number of gene expression datasets, in which the expression profiles of tens of thousands of genes are often non-uniformly sampled. Recently, numerous studies have proposed to infer the regulatory networks from expression profiles. Nevertheless, how mRNA decay rates affect the computational prediction of transcription rate profiles from expression profiles has not been well studied. To understand the influences, we present a systematic method based on a gene dynamic regulation model by taking mRNA decay rates, expression profiles and transcription profiles into account. Generally speaking, an expression profile can be regarded as a representation of a biological condition. The rationale behind the concept is that the biological condition is reflected in the changing of gene expression profile. Basically, the biological condition is either associated to the cell cycle or associated to the environmental stresses. The expression profiles of genes that belong to the former, so-called cell cycle data, are characterized by periodicity, whereas the expression profiles of genes that belong to the latter, so-called condition-specific data, are characterized by a steep change after a specific time without periodicity. In this paper, we examine the systematic method on the simulated expression data as well as the real expression data including yeast cell cycle data and condition-specific data (glucose-limitation data). The results indicate that mRNA decay rates do not significantly influence the computational prediction of transcription-rate profiles for cell cycle data. On the contrary, the magnitudes and shapes of transcription-rate profiles for condition specific data are significantly affected by mRNA decay rates. This analysis provides an opportunity for researchers to conduct future research on inferring regulatory networks computationally with available expression profiles under different biological conditions.
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mRNA decay rates significantly contribute to determining mRNA expression levels (Khodursky and Bernstein 2003).

Besides, reconstructing gene regulatory networks is a challenging task in computational biology. Recently, several quantitative studies of the regulatory networks from expression profiles have been proposed (Chen et al 1999, 2004; Nachman et al 2004; Sasik et al 2002). In these studies, the dynamics of a gene transcription process was modelled by a first-order non-linear differential equation in which the rate of change of the expression level is the difference between the transcription rate and degradation of the mRNA transcript (Chen et al 2004). According to mRNA expression profiles and experimentally measured decay rates, the transcription rate profiles of genes in yeast can then be determined by either a linear combination of time-dependent switch functions (Chen et al 2004) or a non-linear Michaelis–Menten form (Nachman et al 2004).

In this paper, we present a systematic method based on the dynamic gene regulation model, in which the mRNA decay rates are effectively under control and therefore the transcriptional rate profiles can be calculated accurately from available gene expression profiles. B-spline curve fitting is utilized to approximate the continuous representations of the standardized expression time-course data. It is worth noting that B-spline curve fitting can deal with the sampling errors and missing value problems that occur frequently in expression data. After the continuous representations of expression profiles have been approximated, the dynamic gene regulation model is used to calculate the transcription rate profiles by considering both expression profiles and mRNA decay rates.

An expression profile can be regarded as a representation of a biological condition because a different cellular state, such as a developmental state or a cellular response to circumstantial changes, is reflected in the alteration of gene expression profiles. The expression profiles of genes that are associated with the cell cycle, called cell-cycle genes, are characterized by periodicity because they are regulated by periodic fluctuation. The expression profiles of genes associated with environmental stresses, called condition-specific genes, are characterized by a steep rise or drop without periodicity. Therefore, different expression profiles including simulated datasets and real datasets are examined in this paper for understanding the influences of mRNA decay rates on the computational predictions of transcription rate profiles from gene expression profiles. The results are illustrated in § 3. Finally, concluding remarks are given in § 4.

2. Materials and methods

Generally, microarray experiments measure the expression level of each DNA sequence by the ratio of signal intensity between the test sample and the control sample. In this paper, unless explicitly stated, we refer to each profile as it has been transformed by the logarithm of its raw values. Furthermore, each profile has been standardized by subtracting its mean profile and then dividing the difference by its standard deviation such that each profile has a mean of zero and a variance of one. In the following contexts, we assume that the expression profiles have been manipulated under a proper logarithmic transformation and standardized with zero-mean and unit-variance.

In this section, the systematic method is introduced in detail. First, the dynamic gene regulation model shows that the decay rate, expression profile and transcription rate profile are modelled in a first-order differential equation. Second, since expression profiles are sampled non-uniformly to be the time-course data usually resulting in sampling errors or missing value problems, B-spline curve fitting is used to approximate the continuous representations; this can deal with sampling errors and the problem of missing values. Finally, the transcription rate profiles for the given genes are calculated computationally from the continuous representations of the expression profiles and their corresponding decay rates based on the dynamic gene regulation model.

2.1 Dynamic gene regulation model

In this model, given a gene \( x \), its regulation process can be simply formulated by a first-order differential equation (Singer and Penman 1973; Chen et al 1999, 2004; Sasik et al 2002; Yeung et al 2002):

\[
\dot{X}_i(t) = G_i(t) - \lambda_i \cdot X_i(t) + \xi_i(t),
\]

(1)
where $X(t)$, $G(t)$, $\lambda$, and $\xi(t)$ represent the expression profile of the $i$-th gene at time $t$, mRNA synthesis rate, decay rate and noise of a specific gene $i$, respectively. The term $G(t)$ represents a complex function of the relevant biological factors including the abundance of transcription factors, enzymes, energy resources of the cell such as external physical and chemical stimuli (Sasik et al 2002). In general, this term can be considered as a transcription rate profile for a gene. Besides, $\xi(t)$ can be ignored because this item represents noise and uncertain factors.

This dynamic gene regulation model defines the changes in mRNA level at time $t$, $\dot{X}(t)$, as the difference between $G(t)$ and $\lambda \cdot X(t)$, which represents the production and degradation of transcripts at time $t$, respectively. However, the given expression profiles are time-course data instead of continuous representations resulting from the microarray experiments and the first derivative of $X(t)$ cannot be directly estimated from these discrete data. Therefore, a good curve-fitting technique is required to appropriate the continuous representation of $X(t)$ and the first derivative of $\dot{X}(t)$, $\dot{X}(t)$ can then be easily estimated.

### 2.2 B-spline curve fitting

For the time-course data in microarray experiments, finding an appropriate continuous representation of each gene throughout the course is very important (Bar-Joseph 2004). Since all data of the time-course gene expression profiles are often non-uniformly sampled and some unexpected experimental problems cause sampling errors or missing data problems, using continuous curves to approximate these discrete time-course data can reduce the noise and fill most of the unexpected parts of the input data. Several approaches have been proposed to solve this so-called curve-fitting problem (Bar-Joseph et al 2003; Luan and Li 2003). In this paper, we adopt the B-spline curve fitting method, which uses piece-wise low-degree polynomials to approximate the continuous representation of the data for avoiding problems generated by the use of single high-degree polynomials. The normalized B-spline bases can be calculated by the following recursion formula (Bar-Joseph et al 2003; Rogers 2000):

$$b_{i,j}(t) = \begin{cases} 1, & p_i \leq t \leq p_{i+1} \\ 0, & \text{otherwise} \end{cases}$$

and

$$b_{i,j}(t) = \frac{(t-p_i)b_{i,j-1}(t) + (p_{i+k} - t)b_{i+k,j-1}(t)}{p_{i+k} - p_i},$$

where $b_{i,j}$ ($1 \leq j \leq k$, $p_{i}$ ($i = 1...m+k$), $k$ are a B-spline basis, a knot, and the order of the basis polynomials, respectively. For instance, $k$ for a cubic B-spline equals 4 and the fitting curve $y(t)$ can be written as

$$y(t) = \sum_{i=1}^{m} C_i b_{i,4}(t),$$

where $p_m \leq t \leq p_{m+1}$ and the coefficients $C_i$ ($1 \leq i \leq m$) are called control points.

Let $X_x$ be the standardized expression profile of gene $x$ whose observations are made at $n$ time points $t_1,...,t_n$. It can then be written as the matrix equation $X = BC$, where $C$ is the vector of $m$ control points and $B$ is an $n \times m$ matrix in which $[B]_{ij} = b_{ij}(t)$. By using a least-square method to solve the matrix equation, if $m=n$, we can have $C = (B^{T}B)^{-1}B^{T}X_x$.

Thus, $y(t) = \sum_{i=1}^{m} C_i b_{i,4}(t)$ is a continuous representation of $X_x$.

More details can be found in Bar-Joseph et al (2003) and Rogers (2000).

Since the sampling errors or missing value problems often occur in microarray data, B-spline curve fitting can transfer the discrete time-course data to continuous representations leading to the reduction of sampling errors and solving of missing value problems.

### 2.3 Transcription rate profile calculation

As mentioned in subsection 2.1, the regulation process of a gene can be simply formulated by equation (1). Rearranging the terms in equation (1), we can rewrite $G(t)$ as being equal to the following equation:

$$G(t) = \dot{X}(t) + \lambda \cdot X(t) - \xi(t).$$

In general, we can assume that $X(t)$ and $G(t)$ are the measured expression profile and transcription rate profile, respectively. Having obtained the continuous representation of expression profiles and decay rates, we can calculate predicted transcription rate profiles directly from equation (5). Since mRNA will be degraded eventually, the decay rate will never be equal to zero. Therefore, we do not analyse the case of decay rate equal to zero in this paper.

### 3. Results

In this section, we analyse the influences of decay rates on the computational prediction of transcription rate profiles by examining two datasets of simulated data and two datasets of experimental data. The results are also illustrated in this section.

#### 3.1 Simulated expression data

Generally speaking, gene expression profiles can be classified into two types based on the biological condition.
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First, the eukaryotic cell cycle is known to be both regulated and accompanied by a periodic fluctuation in the expression levels of numerous genes (Cho et al. 1998). In the literature, a few transcripts with regularly periodic expression profiles have been characterized with respect to a specific cell-cycle phase (Cho et al. 1998; Spellman et al. 1998). Therefore, for genes belonging to this type, i.e. cell-cycle genes, their expression profiles are characterized by periodicity due to the periodic fluctuation in their expression levels. Second, all cells sense and react to changes in their environment, such as changes in temperature, nutrients, pH, and so on. Appropriate responses to these stresses must induce cell survival and proliferation (Chen et al. 2003). The genes involved in the stress response are therefore expressed transiently in an abrupt manner after environmental stress. For these condition-specific genes, biological conditions are reflected in steep changes in expression profiles instead of periodicity.

To clarify the analysis, we simulate these two types of expression profiles, cell-cycle genes and condition-specific genes, to examine the influence of decay rates. First, for cell-cycle genes, a sine wave function with a period of 90 minutes is simulated to be the expression profile with periodicity as shown in figure 1a. The corresponding transcription rate profiles calculated by different decay rates based on our presented systematic method are shown in figure 1b, where the curves depicted in the colours blue, green, red, cyan, magenta, yellow and black are the results with decay rates 0.001 (1/min), 0.1 (1/min), 0.2 (1/min), 0.3 (1/min), 0.4 (1/min), 0.5 (1/min) and 0.6 (1/min), respectively. It is interesting to note that these transcription rate profiles are similar in magnitude and their shapes are only slightly different. To understand the differences in shape among these transcription rate profiles calculated on the basis of different decay rates, these transcription rate profiles are shifted to the same peak time and Pearson correlation coefficients are then calculated between transcription rate profile with a specified decay rate from 0.001 to 0.9 and one with a decay rate of 0.001.

Figure 1. Simulated data for expression profile characterized by periodicity. (a) The expression profile. (b) The corresponding transcription rate profiles calculated by seven different decay rates from 0.001 (1/min) to 0.6 (1/min). (c) Pearson correlation coefficient calculated between transcription rate profile with a specified decay rate from 0.001 to 0.9 and one with a decay rate of 0.001. (d) The P value for Pearson correlation with 8 degrees of freedom.
calculated between the transcription rate profile with a decay rate of 0.001 (1/min), and the other transcription rate profiles with decay rates from 0.001 (1/min) to 0.9 (1/min). Pearson correlation coefficient is widely used in biology to measure the linear proximity between two profiles. This measure has the advantage of estimating the proximity between profiles depending only on the pattern. As figure 1c demonstrates, all the values of Pearson correlation coefficient are larger than 0.9, which means that these transcription rate profiles are highly correlated in shape. Moreover, the $P$ values for Pearson correlation coefficients with 8 degrees of freedom, i.e. the number of pairs of data points is 10, is shown in figure 1d. Although the number of pairs of data points is 10 here, it can be sampled to infinity because the transcription rate profile is a curve. Therefore, the results clearly indicate that decay rates will not affect the computational prediction of gene expression profiles for cell-cycle genes.

Second, regarding condition-specific genes, one characteristic that distinguishes their expression profiles from that of cell-cycle genes is that there are steep rises or drops in the expression profiles. Since the curve of sigmoid function has the characteristic S-shape exhibiting a dramatic rise after a specific time, we can take advantage of this feature of sigmoid function to simulate the steep changes that often occur in condition-specific genes. That is, an expression profile of a condition-specific gene can be simulated by combining a set of sigmoid functions. A modified sigmoid function, $p(a, b, t)$, is defined as

$$p(a, b, t) = \frac{1}{1 + k \cdot e^{-bt}}$$

where $a$, $b$, and $k$ are real constants and $t$ is the time variable, respectively.

**Figure 2.** Simulated data for expression profile characterized by steep changes. (a) The expression profile. (b) The corresponding transcription rate profiles calculated by seven different decay rates from 0.001 (1/min) to 0.6 (1/min). (c) Pearson correlation coefficient calculated between transcription rate profile with a specified decay rate from 0.001 to 0.9 and one with a decay rate of 0.001. (d) The $P$ value for Pearson correlation with 98 degrees of freedom.
Figure 3. Yeung et al.'s cell-cycle data including 222 genes which are sampled by 17 time points. (a) Expression profiles at different cell-cycle stages. (b) The corresponding transcription rate profiles.
Figure 4. Refined Yeung et al's cell-cycle data. (a) Expression profiles at different cell cycle stages. (b) The corresponding transcription rate profiles.
Now, let us describe an expression profile of a condition-specific gene as

$$p(5,6,t) - p(1,24,t) + p(0.5,40,t) - p(0.25,45,t)$$

as shown in figure 2a. Obviously, there are steep changes presented in this simulated expression profile. To calculate their corresponding transcription rate profiles, the first derivative of formula (7) has to be calculated. Since the first derivative of sigmoid function $p(a,b,t)$ will simply be $a \cdot p \cdot (1 - p)$, the first derivative of formula (7) can be written as

$$5 \cdot p(5,6,t) \cdot [1 - p(5,6,t)] - 1 \cdot p(1,24,t) \cdot [1 - p(1,24,t)] + 0.5 \cdot p(0.5,40,t) \cdot [1 - p(0.5,40,t)] - 0.25 \cdot p(0.25,45,t) \cdot [1 - p(0.25,45,t)].$$

Figure 2b illustrates the corresponding transcription rate profiles calculated according to seven different decay rates. The curves depicted in the colours blue, green, red, cyan, magenta, yellow and black represent the results with decay rates equal to 0.001 (1/min), 0.1 (1/min), 0.2 (1/min), 0.3 (1/min), 0.4 (1/min), 0.5 (1/min) and 0.6 (1/min), respectively. Interestingly, we find that these transcription rate profiles with different decay rates become dissimilar in both magnitude and shape. To demonstrate the influences of different decay rates for the calculated transcription rate profiles, we calculated Pearson correlation coefficients between a transcription rate profile with a decay rate of 0.001 (1/min) and the other transcription rate profiles with decay rates from 0.001 (1/min) to 0.9 (1/min) as well. As depicted in figure 2c, there is a remarkable decrease and then
a gradual decline to a small value for Pearson correlation coefficients, which means that the correlations decrease for these transcription rate profiles in shape when decay rates increase so that the computational prediction of transcription rate profiles are strongly related to decay rates. As shown in figure 2d, the $P$ values for Pearson correlation coefficients with 98 degrees of freedom, i.e. the number of pairs of data points is 100, reveal the statistical significance for Pearson correlation coefficients.

In what follows, we examine two different types of real gene expression data in yeast including cell-cycle data and glucose-limited data to study how decay rates influence the computational prediction of transcription rate profiles from expression profiles of real data. As far as we know, cell-cycle data possess the property of periodicity (Yeung et al 2001) and glucose-limited data are characterized by a steep rise or a rapid drop in expression profiles without periodicity (Brauer et al 2005).

### 3.2 Refined cell-cycle data

Here, 384 yeast cell-cycle expression profiles from Yeung et al's research (2001) are considered. The 384 expression profiles are a subset of Cho et al's experiment (1998) of which these genes over 17 time points taken at 10 min intervals cover almost two cell cycles. However, some of these 384 genes do not have the measured decay rates which are publicly available from Wang et al's actual decay rates of 4687 yeast genes measured experimentally.

![Figure 6.](image-url)

The plots of four genes of Brauer et al's glucose-limited data including expression profiles approximated by B-spline with the value of the control point being set to 7 where the order of basis polynomials is set to 3, Pearson correlation coefficients between transcription rate profile predicted by a specific decay rate from 0.001 to 1 and transcription rate profile with a decay rate of 0.001, and the $P$ value for Pearson correlation coefficients with 5 degrees of freedom. (a), (e), (i) are the plots of gene PUT1. (b), (f), (j) are the plots of gene GDH3. (c), (g), (k) are the plots of gene PDC5. (d), (h), (l) are the plots of gene HXK2.
Among these 384 genes, we thus used 222 genes for the following analysis because the decay rates of those genes are available. According to Yeung et al’s result (2001), the 222 cell-cycle expression profiles are classified into five cell-cycle phase-specific groups. We utilized these genes to study if the groups of transcription rate profiles were still the same as the original groups of those genes according to their expression profiles. The five groups of expression profiles peak at different cell-cycle phases and their corresponding transcription rate profiles with the actual decay rate calculated by our presented systematic method are illustrated in figure 3a, b. For each plot, the profiles are represented by thin blue lines and the average profile is represented by a thick red line.

As shown in figure 3, some profiles are inconsistent with the peak of the mean profile for each phase-specific group in both expression profiles and transcription rate profiles. For example, several expression profiles grouped together at the early G1 phase, as shown in the extreme left of figure 3a, peak at other phases. To avoid ambiguity in our analysis, we removed these expression profiles which were inconsistent with the peak of the mean profile by using Pearson correlation coefficient. If the Pearson correlation coefficient between a profile and the mean profile was smaller than the threshold (which is set to 0.8 here), it was removed. The remaining profiles are called the refined cell-cycle data in which the decay rates of those genes are mostly less than 0.1 (1/min) or larger than 0.02 (1/min) on average. Expression profiles of the refined data at each phase-specific group and their corresponding transcriptional rate profiles are illustrated in figure 4a, b. The results tell us that the peaks of transcription rate profiles still maintain consistency for those genes originally grouped together according to their expression profiles. In addition, for those genes within a group, the peaks of transcription rate profiles remain similar in magnitude. Consequently, the results indicate that decay rates do not affect the computational prediction of the transcriptional rate profiles from the expression profiles in this case.

3.3 Glucose-limitation data

Unlike the feature of cell-cycle genes, i.e. periodicity, the expression profiles of glucose-limitation genes show an abrupt change at specific times when glucose is exhausted. Brauer et al (2005) listed a set of glucose-limited genes and examined the changes in their expression levels from fermentative to oxidative metabolism, known as the ‘diauxic shift’, for studying the physiological response to glucose limitation condition. Hence, we manually assigned values of decay rates from 0.001 to 1 to conduct the analysis. To understand the influence of decay rates on glucose-limitation data, we used different decay rates as stated previously to calculate the possible transcription rate profiles from these expression profiles. Shown in the top (a–d), middle (e–h) and bottom (i–l) panels of figure 5 are the expression profiles, the calculation of Pearson correlation coefficients and the P value for Pearson correlation coefficients of four different glucose-limited genes, PUT1, GDH3, PDC5, HXX2 with different decay rates, respectively.

As shown in figure 5a, the expression profile of the gene PUT1, which functions in the assimilation of nitrogen and catabolism of amino acids, is increased significantly after the diauxic shift which is at 9.25 h (555 min in the figure). We then calculated the Pearson correlation coefficient between transcription rate profiles predicted by different decay rates from 0.001 (1/min) to 1 (1/min) and the transcription rate profile with a decay rate equal to 0.001 as shown in figure 5e. As the figure indicates, Pearson correlation coefficients decrease when the decay rate increases. Besides, there is a rapid drop in Pearson correlation coefficients when the decay rate is 0.001 (1/min) to 0.2 (1/min). Figure 5(i) shows the P values for Pearson correlation coefficients with 5 degrees of freedom since the number of given data points is 7. The situation is the same for gene GDH3, which takes carbon out of the amino acids into the TCA cycle after the diauxic shift. Its expression profile, Pearson correlation coefficients and the P value for Pearson correlation coefficients are shown in figure 5b, f, j. Besides, gene PDC5 is an important transcription factor which controls the flow of metabolites to ethanol during fermentation. Its expression profile decreases threefold after the diauxic shift as shown in figure 5c. Pearson correlation coefficients illustrate the significant differences in decay rates as shown in figure 5g. Similarly, figure 5k shows the P values for Pearson correlation coefficients for gene PDC5. As figure 5d demonstrates, the expression profile of gene HXX2 is expressed after the glucose concentration diminishes. Moreover, Pearson correlation coefficients and the P value for Pearson correlation coefficient as indicated in figures 5h, l illustrate that the result is consistent with other glucose-limitation genes mentioned previously. It is clear from these experiments that decay rates are important computationally in predicting transcription rate profiles from expression profiles for condition-specific genes, also known as stress-regulated genes.

http://genomics-pubs.princeton.edu/DiauxicRemodelin/home.shtml

However, the decay rates of these glucose-limitation genes are unavailable because Wang et al (2002) reported that the decay rates of genes were obtained under normal conditions instead of a specific condition, such as a glucose-limitation condition. Hence, we manually assigned values of decay rates from 0.001 to 1 to conduct the analysis. To understand the influence of decay rates on glucose-limitation data, we used different decay rates as stated previously to calculate the possible transcription rate profiles from these expression profiles. Shown in the top (a–d), middle (e–h) and bottom (i–l) panels of figure 5 are the expression profiles, the calculation of Pearson correlation coefficients and the P value for Pearson correlation coefficients of four different glucose-limited genes, PUT1, GDH3, PDC5, HXX2 with different decay rates, respectively.
Although B-spline curving fitting is widely used, the problem of overfitting needs to be further discussed if it leads to different results during analysis. As shown in figure 5, the blue circles represent the value of setting the control point to 7, which equals the number of data points for each given gene where the order of basis polynomials is set to 2 for B-spline curving fitting in this case. In addition, for each given gene where the order of basis polynomials is control point to 7, which equals the number of data points it leads to different results during analysis. As shown in figure 6 demonstrates a series of analyses of the four genes resulting from setting the number of control points to 7 where the order of basis polynomials is set to 3. Shown in figure 6a–d are the expression profiles of four genes where the blue circles represent the control points. Their corresponding Pearson correlation coefficients are shown in figure 6e–h, in which the curves exhibit similar trends as shown in figure 5e–h. From the analysis, we can conclude that the results are the same although the order of basis polynomials for B-spline curving fitting are different.

4. Conclusion

In biology, the mRNA decay rate contributes significantly to determining mRNA expression levels. Besides, reconstructing gene regulatory networks is a challenging task in computational biology. Nevertheless, how mRNA decay rates computationally affect the prediction of transcription rate profiles from expression profiles has not been well studied. In this paper, we present a systematic method to explore the influences of decay rates on the computational prediction of transcription rate profiles from expression profiles. A series of analyses including simulated expression data, real expression data including cell-cycle data and glucose-limitation data in yeast, have been carried out. As for the simulated data, the results indicate that different decay rates will not influence the computational prediction of transcription rate profiles from expression profiles whose feature is periodicity. On the contrary, the results indicate that these transcription rate profiles become dissimilar both in magnitude and shape for those characterized by steep changes. Regarding real data in the case of yeast cell-cycle data, which are regulated by periodic fluctuation in the expression levels, their corresponding transcription rate profiles still maintain consistency in peaking for expression profiles grouped within the same cell-cycle stage. As for glucose-limitation data characterized by rapid growth or decrease in their expression profiles within a fixed transition stage instead of periodic changes, the results show that the magnitudes and shapes of their transcription rate profiles are significantly dependent on the variation in decay rates. According to the findings of this study, we conclude that the decay rate plays a major role on the computational prediction of the transcription rate profiles from expression profiles characterized by aperiodicity; nevertheless, decay rates seem to play a minor role for such periodic expression data.

We believe that this study suggests a good possibility for further research on the computational analysis of expression profiles under different biological conditions.
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