Spatial splay states in coupled map lattices and Josephson junction arrays
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Abstract. We show the existence and stability of frozen splay states as well as temporally chaotic splay states in a coupled sine circle map lattice system using analytic and numerical techniques. The splay states are observed for very low values of the nonlinearity parameter, i.e., for circle maps which deviate very slightly from the shift map case. We also observe that, depending on the parameters of the system, the splay states bifurcate to mixed or chimera splay states, consisting of a mixture of splay and synchronised states, together with kinks in the phases of some of the maps and then to a globally synchronised state. We estimate the parameter regions where these pure states and the mixed states are seen. We also briefly show that similar spatial splay structures can exist in experimentally realisable systems like Josephson junction arrays and Hartley-like oscillator arrays.
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1. Introduction

Spatially extended systems such as coupled map lattices (CML-s) show a rich variety of complex behaviours [1–4]. They support complex spatial structures whose dynamics and stability depend on the coupling scheme and coupling strength between the individual dynamical units, initial conditions as well as the size of the system. Some of the dynamical behaviours that are widely studied in such systems are synchronisation, spatio-temporal intermittency, chimera states, splay states and many more. Here we discuss the existence and stability of the splay states which are commonly seen in coupled phase oscillator systems. Let \( \theta(0), \theta(1), \theta(2), \ldots, \theta(N - 1) \) be the phases of \( N \) such coupled oscillators in a system which is discrete in space and continuous in time. As mentioned in Refs [4–8], if the phases of the oscillators were to maintain a splay state having a temporal period \( T \) then the phase of any \( k \)th oscillator at any given time \( t \) is given by \( \theta_k(t) = \theta_0(t + \frac{kT}{N}) \), i.e., the oscillators are mutually phase shifted. The nature of this splay state has been studied in experimental systems like coupled Josephson junction arrays, coupled multi-mode laser systems, globally pulse-coupled rotators, coupled Stuart–Landau oscillators [4–6, 8, 9]. The significance of this pure splay state in general was discussed in the context of beam steering and beam forming using repulsively coupled Stuart–Landau oscillators [10, 11]. Here we study the splay state in a coupled map lattice (CML), a system which is discrete in both space and time. In this system we use a variant of the definition of splay states, where the phase of any \( k \)th map at any time step is given by \( \theta(k) = \theta(0) + 2\pi k/N \), where \( k = 0, \ldots, N-1 \) [12–14]. This definition of the splay phase configuration implies that the phases of the maps at all time steps when plotted around a unit circle are always equally spaced irrespective of its temporal behavior. A snapshot of this phase configuration is shown in figure 2a where two consecutive sites maintain the above restriction on their phases for \( \theta(0) = 0 \), with their labels, 0, 1, 2, \ldots, 2N for 2N sites, plotted along the x-axis. We use the term
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2. The coupled map lattice model

We use a bipartite coupled map lattice with two groups of 

identical sine circle maps, in which all the circle maps in 

a group are coupled to each other with a given coupling strength and to all the maps in the other group with a 

different coupling strength [1]. The equation for a single 

sine circle map is given by 

\[
\theta_{n+1} = \theta_n + \Omega - \frac{K}{2\pi} \sin(2\pi \theta_n) \mod 1,
\]

(1)

where \( \theta_n \) is the phase at the \( n \)th time step and \( \Omega \) and 

\( K \) are respectively the frequency ratio and nonlinear-

ity parameters. A single sine circle map shows mode 

locking structures organized by frequency locking and 

quasi-periodic behaviour. Chaos appears via period dou-

bling and quasi-periodicity depending on the parameters 

\( K \) and \( \Omega \) [15, 16]. Using eq. (1), we write the evolution 

equation for the phase \( \theta \) of the \( i \)th coupled sine circle map of our CML as 

\[
\theta_{n+1}^\sigma(i) = \theta_n^\sigma(i) + \Omega - \frac{K}{2\pi} \sin(2\pi \theta_n^\sigma(i)) + \frac{2}{N} \sum_{\sigma' = 1}^{N-1} \epsilon_{\sigma\sigma'} \theta_{n}^{\sigma'}(i) 
\]

\[
\times \left[ \sum_{j=1}^{N_{\sigma'}} (\theta_{n}^{\sigma'}(i) + \Omega - \frac{K}{2\pi} \sin(2\pi \theta_{n}^{\sigma'}(i))) \right] \mod 1.
\]

(2)

Here \( \sigma \) takes values 1, 2, since the CML under consid-

eration has two groups and the number of maps in the 

group \( \sigma \) is given by \( N_\sigma \) (a simple schematic of the CML 

with \( N = 3 \) is shown in figure 1).

The coupling strength parameters are defined as 

\( \epsilon_{11} = \epsilon_{22} = \epsilon_1 \) and \( \epsilon_{12} = \epsilon_{21} = \epsilon_2 \), where \( \epsilon_1 + \epsilon_2 = 1 \). 

Thus our CML in eq. (2) is controlled by three indepen-

dent parameters \( K, \Omega, \epsilon_1 \). We restrict these three param-

eters to lie within \([0, 1]\). To show the existence of the spa-

tial splay states we use a unique initial condition, namely 

a system-wide single spatial splay state consisting of all 

the \( 2N \) lattice sites where the phase difference between 

any two consecutive lattice sites is given by \( 1/2N \) (see 

figure 2a). We identify the parameter values where this 

single spatial splay state can be frozen in time. We show 

that this frozen state is unstable. At low values of \( K \) 

(\( \approx 10^{-19} \)), if eq. (2) evolves from this initial condition, 

then the single spatial splay state breaks into two identi-

cal splay states, each of which spans each of the groups. 

We explore the stability and bifurcation of the two copy 

splay states and also discuss the phase diagram in the 

\( \Omega - \epsilon_1 \) space.

2.1 Frozen spatial splay states

Let the phases of the maps for a single splay state span-

ning the \( 2N \) lattice sites be \( \theta_s^1(0) = 0, \theta_s^1(1) = \frac{1}{2N}, \theta_s^1(2) = \frac{2}{2N}, \cdots, \theta_s^1(N-1) = \frac{N-1}{2N} \), \( \theta_s^2(0) = \frac{N}{2N}, \cdots, \theta_s^2(N-1) = \frac{N-1}{2N} \). For these phases to be frozen in time we must have 

\[
\frac{K}{2\pi} \sin(2\pi \theta_s^\sigma(i)) = \Omega + \frac{2}{N} \sum_{\sigma' = 1}^{N-1} \epsilon_{\sigma\sigma'} \left[ \sum_{j=1}^{N_{\sigma'}} (\theta_{n}^{\sigma'}(i) + \Omega - \frac{K}{2\pi} \sin(2\pi \theta_{n}^{\sigma'}(i))) \right] - q_i^\sigma,
\]

(3)

where \( q_i^\sigma \) is an integer. For any two maps \( i, j \) in a given 

group \( \sigma \) we can write 

\[
\frac{K}{2\pi} \left( \sin 2\pi \theta_s^\sigma(i) - \sin 2\pi \theta_s^\sigma(j) \right) = q_j^\sigma - q_i^\sigma.
\]

(4)
The left hand side of the above equation can take values between $\left[ -\frac{1}{N}, \frac{1}{N} \right]$. As $q_i^g$ are integers, $q_i^g - q_i^o$ can only be zero. So the frozen single spatial splay state can exist only for $K = 0$. If we substitute the phases and use $K = 0$ in eq. (2) we find that the single spatial splay state can be frozen in time when the parameters are $K = 0, \epsilon_1 = 0.5, \Omega = 0.5 - \frac{2N-1}{8N}, 1 - \frac{2N-1}{8N}$ for a given $N$.

### 2.2 Stability analysis

As mentioned in Refs [1, 18] the general form of the Jacobian for the CML is obtained after linearizing eq. (2) and is given as

$$J = \begin{bmatrix} A & B \\ C & D \end{bmatrix}. \quad (5)$$

Here, $A, B, C, D$ are matrices of order $N \times N$ which are as follows

$$A = \begin{bmatrix} (2 - \frac{N-1}{N}\epsilon_1 - \epsilon_2)f'(\theta^1_n(1)) & \frac{\epsilon_1}{N}f'(\theta^1_n(2)) & \cdots & \frac{\epsilon_1}{N}f'(\theta^1_n(N)) \\ \frac{\epsilon_1}{N}f'(\theta^1_n(1)) & (2 - \frac{N-1}{N}\epsilon_1 - \epsilon_2)f'(\theta^1_n(2)) & \cdots & \frac{\epsilon_1}{N}f'(\theta^1_n(N)) \\ \cdots & \cdots & \cdots & \cdots \\ \frac{\epsilon_1}{N}f'(\theta^1_n(1)) & \frac{\epsilon_1}{N}f'(\theta^1_n(2)) & \cdots & (2 - \frac{N-1}{N}\epsilon_1 - \epsilon_2)f'(\theta^1_n(N)) \end{bmatrix}. \quad (6)$$

$$D = \begin{bmatrix} (2 - \frac{N-1}{N}\epsilon_1 - \epsilon_2)g'(\theta^2_n(1)) & \frac{\epsilon_1}{N}g'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}g'(\theta^2_n(N)) \\ \frac{\epsilon_1}{N}g'(\theta^2_n(1)) & (2 - \frac{N-1}{N}\epsilon_1 - \epsilon_2)g'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}g'(\theta^2_n(N)) \\ \cdots & \cdots & \cdots & \cdots \\ \frac{\epsilon_1}{N}g'(\theta^2_n(1)) & \frac{\epsilon_1}{N}g'(\theta^2_n(2)) & \cdots & (2 - \frac{N-1}{N}\epsilon_1 - \epsilon_2)g'(\theta^2_n(N)) \end{bmatrix}. \quad (7)$$

$$B = \begin{bmatrix} \frac{\epsilon_1}{N}g'(\theta^2_n(1)) & \frac{\epsilon_1}{N}g'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}g'(\theta^2_n(N)) \\ \frac{\epsilon_1}{N}g'(\theta^2_n(1)) & \frac{\epsilon_1}{N}g'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}g'(\theta^2_n(N)) \\ \cdots & \cdots & \cdots & \cdots \\ \frac{\epsilon_1}{N}g'(\theta^2_n(1)) & \frac{\epsilon_1}{N}g'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}g'(\theta^2_n(N)) \end{bmatrix}. \quad (8)$$

$$C = \begin{bmatrix} \frac{\epsilon_1}{N}f'(\theta^2_n(1)) & \frac{\epsilon_1}{N}f'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}f'(\theta^2_n(N)) \\ \frac{\epsilon_1}{N}f'(\theta^2_n(1)) & \frac{\epsilon_1}{N}f'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}f'(\theta^2_n(N)) \\ \cdots & \cdots & \cdots & \cdots \\ \frac{\epsilon_1}{N}f'(\theta^2_n(1)) & \frac{\epsilon_1}{N}f'(\theta^2_n(2)) & \cdots & \frac{\epsilon_1}{N}f'(\theta^2_n(N)) \end{bmatrix}. \quad (9)$$
where \( f'(\theta_n^1(j)) = 1 - K \cos(2\pi \theta_n^1(j)) \) and \( g'(\theta_n^2(j)) = 1 - K \cos(2\pi \theta_n^2(j)) \). Using \( K = 0 \), we obtain the Jacobian \( \tilde{J}_S \) of the phases of the single spatial splay state.

\[
\tilde{J}_S = \begin{bmatrix} A & B \\ B & A \end{bmatrix},
\]

where

\[
A = \begin{bmatrix} (1 + \frac{e_1}{N}) & \frac{e_1}{N} & \cdots & \frac{e_1}{N} \\ \frac{e_1}{N} & (1 + \frac{e_1}{N}) & \cdots & \frac{e_1}{N} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{e_1}{N} & \frac{e_1}{N} & \cdots & (1 + \frac{e_1}{N}) \end{bmatrix},
\]

\[
B = \begin{bmatrix} \frac{e_1}{N} & \frac{e_2}{N} & \cdots & \frac{e_2}{N} \\ \frac{e_2}{N} & \frac{e_1}{N} & \cdots & \frac{e_2}{N} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{e_2}{N} & \frac{e_2}{N} & \cdots & \frac{e_2}{N} \end{bmatrix}.
\]

\( \tilde{J}_S \) is a block circulant matrix which can be block diagonalized \[17\] using \( P = F_2 \otimes N \), where \( F_2 \) is a \( 2 \times 2 \) Fourier matrix and \( I_N \) is an identity matrix of order \( N \times N \). So we have

\[
P^{-1} \tilde{J}_S P = \tilde{J}_S^* = \begin{bmatrix} A + B & 0 \\ 0 & A - B \end{bmatrix},
\]

where

\[
A + B = \begin{bmatrix} (1 + \frac{e_1 + e_2}{N}) & \frac{e_1 + e_2}{N} & \cdots & \frac{e_1 + e_2}{N} \\ \frac{e_1 + e_2}{N} & (1 + \frac{e_1 + e_2}{N}) & \cdots & \frac{e_1 + e_2}{N} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{e_1 + e_2}{N} & \frac{e_1 + e_2}{N} & \cdots & (1 + \frac{e_1 + e_2}{N}) \end{bmatrix}.
\]

The matrix \( \tilde{J}_S \) has eigenvalues \( 2, 2e_1, \) and \( 2N - 2 \) fold degenerate eigenvalues \( 1 \) since \( A + B \) and \( A - B \) are circulant matrices. Using \( e = 0.5 \) we conclude that the frozen single spatial splay state is unstable in one direction, and neutrally stable in all the other directions. However, using the single spatial splay state as an initial condition for \( K = 0 \), eq. (2) always evolves to either two copy splay states (figure 2b) or two copy splay states with phase slips (figure 2c). Figure 2d shows the phase diagram in the \( \Omega - e \) parameter space at \( K = 10^{-5} \) and \( N = 150 \). We divide the parameter space into a \( 100 \times 100 \) grid and eq. (2) is evolved for \( 1.5 \times 10^6 \) time steps from single spatial splay state, at each grid point. The two copy splay states occupy \( 32.11\% \) of the phase diagram. At the boundary of this region the two copy splay states bifurcate to the phase slipped splay states due to the change in parameters.

### 2.3 Stability analysis of two copy splay states

We note that two copy splay states consist of two identical splay states constituted separately by the maps in each group. Let us write the phases of the maps in any of them at a time step \( n \) as \( \theta(0), \theta(1), \theta(2), \ldots, \theta(N - 1) \), where \( \theta(i) - \theta(i+1) = \frac{1}{2N} \). For these phases, the Jacobian of the CML \[1\] becomes

\[
\tilde{J}_{2S} = \begin{bmatrix} C & D \\ D & C \end{bmatrix},
\]

where

\[
C = \begin{bmatrix} (1 + \frac{e_1}{N})(1 - K \cos 2\pi \theta(0)) & \frac{e_1}{N}(1 - K \cos 2\pi \theta(1)) & \cdots & \frac{e_1}{N}(1 - K \cos 2\pi \theta(N - 1)) \\ \frac{e_1}{N}(1 - K \cos 2\pi \theta(0)) & (1 + \frac{e_1}{N})(1 - K \cos 2\pi \theta(1)) & \cdots & \frac{e_1}{N}(1 - K \cos 2\pi \theta(N - 1)) \\ \vdots & \vdots & \ddots & \vdots \\ \frac{e_1}{N}(1 - K \cos 2\pi \theta(0)) & \frac{e_1}{N}(1 - K \cos 2\pi \theta(1)) & \cdots & (1 + \frac{e_1}{N})(1 + K \cos 2\pi \theta(N - 1)) \end{bmatrix},
\]

\[
D = \begin{bmatrix} \frac{e_2}{N}(1 - K \cos 2\pi \theta(0)) & \frac{e_2}{N}(1 - K \cos 2\pi \theta(1)) & \cdots & \frac{e_2}{N}(1 - K \cos 2\pi \theta(N - 1)) \\ \frac{e_2}{N}(1 - K \cos 2\pi \theta(0)) & \frac{e_2}{N}(1 - K \cos 2\pi \theta(1)) & \cdots & \frac{e_2}{N}(1 - K \cos 2\pi \theta(N - 1)) \\ \vdots & \vdots & \ddots & \vdots \\ \frac{e_2}{N}(1 - K \cos 2\pi \theta(0)) & \frac{e_2}{N}(1 - K \cos 2\pi \theta(1)) & \cdots & \frac{e_2}{N}(1 - K \cos 2\pi \theta(N - 1)) \end{bmatrix}.
\]
where we use the general form of the Jacobian given in [1]. We numerically calculate the eigenvalues of this one step Jacobian matrix in eq. (16) for the two copy spatial splay states. Figure 3a shows that the largest eigenvalue is greater than one. This indicates that the two copy splay states are temporally unstable. We see that $J_{2S}$ is a block circulant matrix.

So it can be block diagonalised again by $P$. We have

$$P^{-1}J_{2S}P = \tilde{J}_{2S}^* = \begin{bmatrix} C + D & 0 \\ 0 & C - D \end{bmatrix},$$

where

$$C + D = \begin{bmatrix} \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(0)) & \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(1)) & \ldots & \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(N - 1)) \\ \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(0)) & \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(1)) & \ldots & \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(N - 1)) \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(0)) & \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(1)) & \ldots & \frac{\epsilon_1 + \epsilon_2}{N} (1 - K \cos 2\pi \theta(N - 1)) \end{bmatrix}$$

(20)

$$C - D = \begin{bmatrix} \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(0)) & \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(1)) & \ldots & \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(N - 1)) \\ \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(0)) & \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(1)) & \ldots & \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(N - 1)) \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(0)) & \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(1)) & \ldots & \frac{\epsilon_1 - \epsilon_2}{N} (1 - K \cos 2\pi \theta(N - 1)) \end{bmatrix}.$$  (21)

As we have chosen $K$ to lie in the interval $[0, 1]$, $C + D$ becomes a non-negative irreducible matrix. Let $(C - D)^+$ be the matrix constructed by taking the modulus of each of the elements in $C - D$. It is easy to see that each element of $(C + D)^+$ is greater than or equal to the corresponding element of the matrix $(C - D)^+$. Then according to Frobenius–Perron theorem and Wielandt’s lemma [17], the largest eigenvalue of the Jacobian for the two copy splay state is the largest eigenvalue $\lambda$ of the block matrix $C + D$. Using the Gershgorin theorem [18] the upper bound on $\lambda$ is found to be

$$\min \left( \max \left( c_j + r_j \right), \max \left( c_i + s_i \right) \right),$$

where

$$c_j = \left( 1 + \frac{\epsilon_1 + \epsilon_2}{N} \right) \left( 1 - K \cos \left( \frac{2\pi \theta_0 + 2\pi j}{2N} \right) \right)$$

(22)

$$r_j = \frac{N - 1}{N}$$

$$s_i = \frac{1}{N} \left( 1 - K \cos \left( \frac{\pi i}{N} \right) \right),$$

(23)

with $1 \leq j \leq N$ and $1 \leq i \leq N$ (see [18] and the references therein for details) The largest eigenvalue obtained numerically by diagonalising the matrix $\tilde{J}_{2S}$ is shown in figure 3a. Figure 3b shows that the largest eigenvalue saturates the bound here.

**Figure 3.** (a) The numerically calculated eigenvalues of $\tilde{J}_{2S}$ for a system with 150 lattice sites in each group. The parameters are $K = 10^{-10}$, $\Omega = 2/7$, $\epsilon_1 = 0.01$. (b) The location of the upper bound and the largest eigenvalue are shown. These coincide within graphical accuracy.
2.4 Temporal behavior and bifurcations

2.4.1 Lyapunov exponent and order parameter. We showed that the numerically calculated largest eigenvalue for the two copy splay states exceeds one. To see if the splay states maintain their spatial structure we calculate the order parameter $R = \left| \langle \exp(i2\pi\theta) \rangle \right|$, where the average is taken over all the maps with the same dynamics at each time step. We calculate this quantity by taking the average over the whole system, as we have two synchronising splay copies. Figure 4a shows that $R$ is constant which implies that the phase distribution of the maps for the two copy splay states is stable. To verify if this state is temporally chaotic we calculate the largest Lyapunov exponent, using the Gram–Schmidt procedure for $10^6$ time steps, after discarding the initial $3 \times 10^6$ time steps. The largest Lyapunov exponent turns out to be 0.693 (see figure 4b) which indicates that the two copy splay states are temporally chaotic.

2.4.2 Bifurcations. We list the states that can be observed as $K$ is increased (see figure 5) when eq. (2) is evolved from single spatial splay state as initial condition. (a) The two copy splay states appear in the range $0 < K < 10^{-7}$ (figure 5a). (b) Like the two copy splay state, the phase of the $i$th map and the $(i + N)$th map are equal where $N$ is the number of maps in each group, although the difference between the consecutive maps increases as $i$ increases in a group (figure 5b). This appears approximately in the range $10^{-6} < K < 10^{-5}$. (c) If we increase $K$ to $10^{-2}$ we see the splay chimera structure where all the maps in group one are spatially synchronised and maps at sites 150 to 200 and 250 to 300 show splay-like diagonal structure and the sites 200 to 250 show a phase jump (figure 5c). We observe this type of spatial behaviour in the range $10^{-4} < K < .05$.

(d) The whole system is spatially synchronised for $K$ above .05 (figure 5d). The stability of each of these structures w.r.t. the variation of $K$ can be qualitatively...
understood by looking at the global order parameter
\[ R' = \sum_{i=1}^{2N} e^{i2\pi \theta}/2N \text{ (see figure 6a).} \] The variation in \( R' \) in the range \( 10^{-4} < K < 0.05 \) indicates a variation in the splay chimera structures. It also shows that the spatial structures of the two copy splay states, splay states with phase kinks and the globally synchronised state, are maintained with the variation of \( K \). A schematic (see figure 6b) of this bifurcation route is given for convenience.

We now show the existence of splay states in globally coupled Josephson junctions and in an array of Hartley-like oscillators with nearest neighbour coupling.

3. Spatial splay states in globally coupled Josephson junction array

Let us consider two arrays of Josephson junctions consisting of \( N \) identical junctions in each array which are coupled using the resistors \( R_1, R_2 \) as shown in figure 7. We assume that these \( 2N \) junctions are overdamped [5]. Applying Kirchoff’s circuit law, we can write the governing equations as

\[
I_b = I_c \sin \phi_i^\sigma + \frac{\hbar}{2eR_1} \phi_i^\sigma + \frac{\hbar}{2eR_1} \sum_{i=1}^{N} \phi_i^\sigma \\
+ \frac{\hbar}{2eR_2} \sum_{\sigma=1}^{2} \left( \sum_{i=1}^{N} \phi_i^\sigma \right),
\]

(25)

where \( \sigma \) denotes the group and takes values 1, 2. \( \phi_i^\sigma \) is the quantum phase difference over the \( i \)th junction in the group \( \sigma \), \( R \) is the junction resistance, \( I_c \) is the critical current, \( \hbar \) is the Planck’s constant and \( e \) is the electron charge. Introducing the dimensionless time \( \tau = \frac{2eR_1}{\hbar} \) and dividing eq. (25) by \( I_c \) we obtain

\[
\frac{I}{I_c} = \sin \phi_i^\sigma + \phi_i^\sigma + \frac{R}{R_1} \sum_{i=1}^{N} \phi_i^\sigma + \frac{R_2}{R_2} \left( \sum_{i=1}^{N} \phi_i^1 + \sum_{i=1}^{N} \phi_i^2 \right).
\]

(26)

If we sum eq. (26), then we obtain the equation for the rate of change of the quantum phase difference of the \( i \)th junction in group \( \sigma \). Thus we have

\[
\phi_i^\sigma = \frac{I}{I_c} \sin \phi_i^\sigma + \left( \frac{B}{N(A^2-B^2)} \right) \sum_{i=1}^{N} \sin \phi_i^\sigma \\
+ \left( \frac{1}{N} - \frac{A}{N(A^2-B^2)} \right) \sum_{i=1}^{N} \sin \phi_i^\sigma,
\]

(27)

where \( A = 1 + \frac{RN}{R_1}, \quad B = \frac{RN}{R_2} \). \( \sigma' \) also denotes the group and \( \sigma' \neq \sigma \). So the circuit parameters are \( \frac{I}{I_c}, \frac{R}{R_1}, \frac{R}{R_2} \). We find both the single spatial splay configuration as well as the two copy splay state in this system (see figure 8a and b). Figure 8c shows that the single spatial splay state has \( N \) number of pairwise locally stable and unstable directions while there exist local stable directions in the case of two copy splay state (figure 8d).

Splay states can also be seen in yet another practical context.

4. Splay states in the locally coupled Josephson junction-based Hartley-like oscillator array

We consider a circuit consisting of a Josephson junction with a transformer as shown in figure 9. The internal
 capacitance of the Josephson junction plays the role of the capacitor, necessary for the Hartley scheme. Applying Kirchhoff’s laws to the circuit we can obtain the following set of equations

$$\dot{\phi}(t) = V_j(t)$$
$$\dot{V}_j(t) = \frac{1}{C_j} \left( I_j(t) - \sin(\phi(t)) - \frac{V_j(t)}{R_j} \right)$$
$$\dot{I}_j(t) = \frac{1}{L_1 + L_2 + 2K} (E - V_j(t)), \quad (28)$$

where $L_1, L_2$ are the self inductances of the coils in the transformer and $K$ is the mutual inductance between the two coils. We also have $I(t) = I_j + I_c + I_r$. If we introduce $\beta = \frac{1}{C_j(L_1 + L_2 + 2K)}, \alpha = \frac{1}{R_j C_j}, \alpha = \frac{1}{C_j}, x_1 = \phi, x_2 = V_j, I/C_j = x_3$ then we can rewrite eq. (28) as

$$x_1(t) = x_2(t)$$
$$x_2(t) = x_3(t) - \alpha \sin(x_1(t)) - \alpha x_2(t)$$
$$x_3(t) = \beta (E - x_2(t)). \quad (29)$$

We couple $N$ such oscillators as above with a nearest neighbour coupling scheme via the junction voltage ($x_2$) and periodic boundary conditions. In this case the third electrical state variable $I_j(t)$ is replaced by the sum of the currents flowing through the coils constituting the

$$x_1^i = x_2^j$$
$$x_2^j = x_3^j - \alpha \sin(x_1^j) - (\alpha + 2K)x_2^j + k(x_2^{j+1} + x_2^{j-1}) \quad (30)$$

$$x_3^j = \beta (E - x_2^j). \quad (30)$$

We indeed find splay-like structures (see figure 10) in this coupled system with a specific initial condition where $x_1^{j+1} - x_1^j = 0.1, x_2^j = 0, x_3^j = 0.01$.

5. Conclusion

In this paper, we show that spatial splay states can exist in a bipartite coupled map lattice model consisting of identical sine circle map with different strength of intra and inter group coupling as well as in two groups of identical Josephson junctions with a similar coupling topology. We find that such states with their unique spatial configuration where the consecutive phase differences of the circle maps are constant, can only be realised using a special initial condition which is the single spatial splay state and at specific values of the system parameters. Figures 2d and 6a suggest that the two copy splay states are quite robust with respect to the variation of the parameters $\Omega, \epsilon_1$ in our CML for $K$ values near zero. We also show the stability analysis of these states, both numerically and analytically using theorems from linear algebra and verify that the two copy spatial splay state is temporally chaotic in the CML. We find that this state bifurcates to the splay states with kinks, splay chimera states and globally synchronised states as $K$ increases to one.

The splay states can be observed in laboratory systems. Here we show that single spatial splay structure
as well as two copy spatial splay structure can exist in a system of two arrays of Josephson junctions with similar global coupling schemes as the CML. We further show that the splay structures can also be observed in an array of Hartley-like oscillators with nearest neighbour coupling. We note that in this paper we concentrate mainly on the analysis of pure spatial splay states. The nature of the phase slipped splay states, splay states with kinks and the splay mixed states are yet to be explored. The splay states in the systems of eqs (27) and (30) also require rigorous analysis. We hope to study these in future.
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